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Nairne, Pusen, and Widner (1985) described an experiment in which they found that, like nonwords, low-frequency words were no more likely to be recognized if they had been self-generated at study than if they had been read. These findings led Nairne et al. to conclude that generation effects depend on the extent to which words are associatively linked to other words in semantic memory, not on lexical representation per se. In a series of experiments designed to test the generality of Nairne et al.'s low-frequency finding, we found not only that generation effects occurred for low-frequency words but also that those effects were on the whole indistinguishable from effects obtained with high-frequency words. These findings indicate that word frequency does not define an essential boundary condition for generation effects and so provides no basis for preferring an associative hypothesis to a lexical one.

Generation effects may be defined, somewhat loosely, as superior memory performance with respect to test items that at study were self-generated rather than read. Such generation effects have received much attention and gained considerable theoretical importance since the publication of an article by Slamecka and Graf (1978), in which these effects were magnificently delineated and—on the not unreasonable grounds that no theory of memory seemed to offer a ready interpretation of them—left unexplained.

The search for an explanation of generation effects has naturally involved attempts to determine their boundary conditions, and a significant breakthrough in this respect was the discovery by McElroy and Slamecka (1982) that, at least in tests of item recognition and recall, no generation effects occurred with nonwords. This finding, which was soon confirmed and extended by other researchers (e.g., Nairne, Pusen, & Widner, 1985; Payne, Neely, & Burns, 1986), led McElroy and Slamecka to propose what later researchers called the lexical activation hypothesis. According to this hypothesis, generated items must be represented in the mental lexicon for a generation effect to occur and, compared with the read condition, the generate task enhances activation of the lexical representation; it is this enhanced activation that subsequently benefits performance.

Nairne et al. (1985) argued that representation in the mental lexicon was not a sufficient condition for generation effects to occur, and they proposed instead what we call the associative linkage hypothesis. According to this hypothesis, it is not an item's lexicality that is crucial but the extent to which it is linked associatively with other items in semantic memory. The reason that nonwords do not give rise to generation effects is, therefore, their lack of associative links and not the absence of lexical representation. In support of this alternative hypothesis, Nairne et al. reasoned that because low-frequency words have fewer associates than high-frequency words, the generate–read variable should interact with word frequency, and in fact they found no generation effect in the recognition of low-frequency words.

Drawing a sharp distinction between representation in lexical memory and representation in semantic memory, Gardiner and Rowley (1984) and Gardiner and Hampton (1985) also argued against the lexical activation hypothesis, but on the grounds that it specified the critical nature of generated items too narrowly. Essentially the claim was that any functionally integrated and familiar concept represented in semantic memory could give rise to generation effects. In support of this hypothesis, which we may call the conceptual integration hypothesis, Gardiner and Hampton showed that generation effects in recall occurred for meaningful but not meaningless letter bigrams (e.g., F T vs. E C), for integrated but not separate pairs of digits (e.g., 32 vs. 3, 2), and for familiar but not unfamiliar noun compounds (e.g., tomato ketchup vs. cheese ketchup). According to this hypothesis, generation effects should depend neither on lexicality nor on associative linkage but simply on an integrated conceptual representation in semantic memory. Hence, contrary to the Nairne et al. (1985) result, generation effects should not depend critically on word frequency.

All three of these hypotheses attempt to fine tune the boundary conditions of generation effects by defining those conditions in terms of representational properties of the stimulus items. They therefore all share a common limitation: They do not take into account the relationship between study and test conditions, as encapsulated by the encoding specificity principle or by the rather similar principle of test appropriateness. This limitation is underscored by Nairne and...
Widner's (1987) demonstration that, provided tests are constructed appropriately with respect to study conditions, generation effects do occur for nonwords (see also Johns & Swanson, 1988). Nairne and Widner (1987) demonstrated such effects by designing recognition tests that tapped memory for the specific operations carried out in a letter reversal task at study, rather than for the occurrence of the items in the study list. That generation effects occur for nonwords under certain study-test conditions clearly restricts the generality of all hypotheses that are stated without respect to those conditions.

Moreover, these developments, together with all other extant theories about generation effects, may now only be of historical interest—at least, if data and argument recently advanced by Slamecka and Katsaiti (1987) were to be unreservedly accepted.

In what could be regarded as a dramatic bid to keep generation effects unexplained, Slamecka and Katsaiti (1987) argued that these effects are merely an artifact of selective displaced rehearsal. That is, when generate and read items occur together in a mixed list, subjects tend to rehearse generated items at the expense of read items. In support of this claim, Slamecka and Katsaiti (see also Begg & Snider, 1987) showed that there were no generation effects in recall with a between-lists, as opposed to a mixed-lists, design and that when selective rehearsal of generate items was prevented by requiring subjects to rehearse only the current item, there were no generation effects within a mixed-lists design either. On the grounds that virtually all published studies of generation effects had used a mixed-lists design, Slamecka and Katsaiti argued that their data render all extant theories untenable.

It is possible that this claim may be exaggerated. One limitation of the selective rehearsal account is that it is not clear why subjects should adopt a selective rehearsal strategy and why their deployment of this strategy should depend so critically on the nature of the study materials—although Slamecka and Katsaiti (1987) did suggest that nonwords, or nonintegrated compounds such as cheese ketchup, may give rise to a current-item-only mode of study. Also, this account suffers from the same limitation as do the lexical activation, conceptual integration, and associative linkage hypotheses: It does not readily explain interactions between study and test conditions. Generation effects have been implicated in such interactions by a large number of studies (e.g., Gardiner, 1987, 1988; Glisky & Rabinowitz, 1985; Graf, 1980; Jacoby, 1983; Nairne & Widner, 1987; Rabinowitz & Craik, 1986; Roediger & Blaxton, 1987; Roediger & Weldon, 1987). And these studies converge on or are consistent with the conclusion that generation effects may comprise at least two encoding components, a data-driven or surface-processing component (see also Nairne, 1988), as well as a conceptually driven or semantic-processing component. It is hard to see how a selective rehearsal account, or for that matter any single factor account, might successfully be extended to encompass all these findings. And so perhaps other theoretical ideas about generation effects are not yet merely of historical interest.

There now seems little doubt that generation effects are quite complex. Hirshman and Bjork, for example, proposed another two-factor account of generation effects, according to which generating a response item leads to deeper encoding of both the response itself and the relation between the response and the stimulus with which it is paired. They showed that in line with this account, generation effects in free recall can be dissociated from generation effects in cued recall. And in contrast with Slamecka and Katsaiti (1987), Hirshman and Bjork obtained generation effects by using between-subjects designs, although their results suggested that mixed-lists designs inflate generation effects because of differential allocation of attention to generate and read items. Begg and Snider (1987) also hypothesized that in mixed-lists designs the generate task induces a more cursory encoding of read items. And they too compared mixed with unmixed lists and found no generation effects with unmixed lists in recognition tests. But then that result conflicts with results reported by Slamecka and Graf (1978), who obtained generation effects with a between-subjects design and recognition tests.

In the face of such a perplexing pattern of results, it is tempting to conclude that generation effects have gone from being unexplained to being inexplicable. However, no doubt these matters will be clarified in due course. In the meantime, our purpose in the present article is relatively modest and straightforward: It is to provide further evidence relevant to an evaluation of the lexical activation, associative linkage, and conceptual integration hypotheses. Although clearly limited in scope, these hypotheses continue to be of interest because the relation between generation effects and the semantic properties of items remains an open question. More particularly, our major aim was to test the generality of the Nairne et al. (1985) finding of no effect for low-frequency words. This finding is important because it is the only evidence that supports the associative linkage hypothesis and refutes both lexical activation and conceptual integration hypotheses.

**Experiment 1**

In the experiment of interest, Nairne et al. (1985, Experiment 3) presented their subjects with a 48-item study list consisting of 12 nonwords and 12 words each of low, medium, and high frequency. Half the items were generated, half read; for the generate task, the first two letters of the item were shown in reverse order and underlined, so that the task entailed simply reordering the letters. In a yes–no recognition memory test, Nairne et al. found no generation effects for the nonwords or low-frequency words, but there were generation effects for the medium- and high-frequency words. The purpose of Experiment 1 was merely to replicate the crucial finding, the absence of a generation effect with low-frequency words.

**Method**

*Subjects.* The subjects were 24 undergraduate students at Birkbeck College, London, who were tested, during a laboratory course, in two equal groups to which subjects were allocated arbitrarily.

*Design and materials.* The subjects studied a list of 24 low-frequency words, half of which were generated and half read. Generate words for one group of 12 subjects were read words for the other.
The 24 low-frequency words consisted of the 12 words used by Nairne et al. (1985, Table 1) plus a further 12 words that were matched with them for frequency, imagery values, and word length. Their average frequency, from the Kucera and Francis (1967) norms, was 2.75 for Nairne et al.’s words and 2.17 for ours; their average imagery value, from the Paivio, Yuille, and Madigan (1968) norms, was 3.99 for both sets of words. About 80 min after presentation of the study list, the subjects were given a yes-no recognition test in which the 24 target words were intermixed with 24 lure words of a similar nature.

Procedure. Study-list words were presented in uppercase letters from an overhead projector at the rate of 5 s per word. Two versions of a single random order of study-list items were used; generate items in one version were read items in the other. For the generate task, the first two letters of each word were inversely ordered and underlined. Subjects were instructed to write down all the words, as words, in a column, using a cardboard mask such that only the word currently being copied was visible. The subjects were informed at study that there would subsequently be a memory test, but they were not told what sort of test it would be. About 80 min after the study-list presentation (a retention interval in which subjects were occupied in attempts to master some statistical techniques), recognition test sheets were distributed. The 48 test words, 24 targets and 24 lures, were typed in four columns of 12 in a constant random order. The subjects were instructed to work carefully down each column in turn, drawing a circle around any word they recognized from the study list.

Results and Discussion

At study there was a 3% failure rate in the copying task, 10 cases in the generate condition and 8 in the read condition; these items were excluded from data analysis. In the recognition test, a number of subjects attained the maximum possible number of hits—11 for read items and 14 for generate items. For this reason, the main results, which are summarized in the first two rows of Table 1, are shown separately both for uncorrected hit rates and for hit rates corrected by subtracting false positive rates. For the same reason, separate statistical analyses were carried out on uncorrected and corrected scores, but because the statistical conclusions did not differ, only the results for corrected scores are reported. These results show that generate items were significantly more likely to be recognized than read items, t(23) = 2.97, p < .01, SE = .04. An analysis of variance (ANOVA) that included word source as a variable was also carried out; that is, the 12 low-frequency words used by Nairne et al. (1985) were compared with the 12 matched words that we added. There was a significant generation effect, F(1, 23) = 5.30, p < .05, MSE = .03. In this analysis too, but neither word source nor the interaction between word source and task approached significance, with F < 1 in each case. Somewhat to our consternation, therefore, our results conflict with those of Nairne et al. by demonstrating a generation effect with low-frequency words—including the words used in that study. This outcome offers no support to the associative linkage hypothesis. Instead, it is completely consistent with McElroy and Slamecka’s (1982) lexical activation hypothesis and with the conceptual integration hypothesis advanced by Gardiner and Rowley (1984) and Gardiner and Hampton (1985).

Experiment 2

Our purpose in Experiment 2 was to replicate the finding of a generation effect with low-frequency words and, in order to provide a further and stronger test of the associative linkage hypothesis, to manipulate word frequency. In addition, Experiment 2, and also Experiments 3 and 4, involved further tests of generality with respect to materials: In each experiment different samples of words were used.

Method

Subjects. The subjects were 24 undergraduate student volunteers at the City University, London, who were paid for their participation. They were tested in four groups with 6 subjects allocated arbitrarily to each group.

Design and materials. A total of 96 words, 48 words each of low and high frequency, were taken from the Medical Research Council (MRC) Psycholinguistic Database (described by Coltheart, 1981). The low- and high-frequency words selected had mean frequency counts of 2 and 160 in Kucera and Francis (1967). Both low- and high-frequency words had the same high average imagery values of 609, as calculated in the data base by merging three sets of norms to form a scale ranging from 100 to 700. The 96 words were randomly ordered in a single constant order for the recognition test. The study lists consisted of 24 low-frequency and 24 high-frequency words. There were two different study lists, such that list words for half the subjects were lure words in the recognition test for the other half. There was a 20-min retention interval, because it was thought that, relative to Experiment 1, the doubling of list length would offset the effects of reducing the retention interval.

Procedure. The procedure was essentially the same as in Experiment 1. Presentation rate, however, was slightly slower at 6 s per word. The yes–no recognition test sheets consisted of four columns of 24 words. During the 20-min retention interval, the subjects were engaged in a semantic memory experiment about disjunctive concepts.

Results and Discussion

In the copying task, there was only one word that was copied incorrectly. The main results are summarized in Table

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Read</th>
<th>Generate</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low frequency</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uncorrected</td>
<td>.79</td>
<td>.90</td>
<td>.11</td>
</tr>
<tr>
<td>Corrected</td>
<td>.71</td>
<td>.82</td>
<td>.11</td>
</tr>
<tr>
<td>High frequency</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uncorrected</td>
<td>.56</td>
<td>.81</td>
<td>.25</td>
</tr>
<tr>
<td>Corrected</td>
<td>.51</td>
<td>.76</td>
<td>.25</td>
</tr>
<tr>
<td>Experiment 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low frequency</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uncorrected</td>
<td>.79</td>
<td>.88</td>
<td>.09</td>
</tr>
<tr>
<td>Corrected</td>
<td>.76</td>
<td>.85</td>
<td>.09</td>
</tr>
<tr>
<td>High frequency</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uncorrected</td>
<td>.56</td>
<td>.81</td>
<td>.25</td>
</tr>
<tr>
<td>Corrected</td>
<td>.51</td>
<td>.76</td>
<td>.25</td>
</tr>
<tr>
<td>Experiment 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low frequency</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uncorrected</td>
<td>.66</td>
<td>.77</td>
<td>.11</td>
</tr>
<tr>
<td>Corrected</td>
<td>.53</td>
<td>.64</td>
<td>.11</td>
</tr>
<tr>
<td>High frequency</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uncorrected</td>
<td>.54</td>
<td>.67</td>
<td>.13</td>
</tr>
<tr>
<td>Corrected</td>
<td>.35</td>
<td>.48</td>
<td>.13</td>
</tr>
</tbody>
</table>

Note. Uncorrected scores are raw hit rates; corrected scores are hit rates minus false positive rates.
1, both for uncorrected recognition scores and for scores corrected by subtracting false positive rates from hit rates. In this experiment, fewer subjects attained the maximum possible number of hits: for low-frequency words, 3 for read and 5 for generate items; for high-frequency words, 1 for read and 4 for generate items. Separate statistical analyses again yielded the same conclusions for uncorrected and corrected scores, so only the results of the ANOVA for corrected scores are reported. These results show that both the main effects of word frequency (the standard word frequency effect in recognition memory; see Gregg, 1976), $F(1, 20) = 32.25, p < .001, MS_e = .02$, and of task, $F(1, 20) = 33.26, p < .001, MS_e = .02$, were significant. There was also a significant interaction between them, $F(1, 20) = 20.39, p < .001, MS_e = .01$. A separate analysis of generate and read conditions for low-frequency words only, however, revealed a significant generation effect, $F(1, 20) = 8.74, p < .01, MS_e = .01$. Thus both word frequency and generation effects were replicated in this experiment, and although the size of the generation effect was reduced with low-frequency words, it was nonetheless still reliably present. These findings, although they again fail to replicate those of Nairne et al. (1985), are consistent with the associative linkage hypothesis, inasmuch as they show the predicted interaction between word frequency and generation effects. Nevertheless, it is possible that this interaction may have come about for reasons that have little or nothing to do with this hypothesis. For example, despite the use of much longer retention intervals than used by Nairne et al. (only 1 min), the level of recognition performance was still quite high in Experiments 1 and 2. This suggests that the interaction might reflect ceiling effects. Experiment 3 was designed therefore to provide evidence on the relationship between word frequency and generation effects when performance was appreciably lower.

### Experiment 3

Experiment 3 was intended primarily to provide a straightforward replication of Experiment 2 with one major methodological change: The retention interval was increased to 24 hr.

**Method**

Subjects. The subjects were 16 graduate students and technical or secretarial staff at Birkbeck College, London, or Sussex University. They were paid for their participation in the experiment and tested individually or in groups of 2 or 3.

Design and procedure. The design and procedure were essentially the same as in Experiment 2, with two exceptions: The retention interval was about 24 hr, and there was another sampling of 96 words, 48 words each of low and high frequency, taken from the MRC Psycholinguistic Database (Coltheart, 1981). In this sample the mean respective frequencies, according to Kucera and Francis (1967), were 1.36 and 1.30; the imagery values were 617 in each case. Words at each frequency level were again balanced with respect to their syllabic length.

**Results and Discussion**

Subjects' performance in the copying task was error free. Table 1 summarizes the main results of the experiment in the same manner as before. Performance was clearly lower than in Experiment 2, but there were still some subjects who attained the maximum possible hit rate: 5 for low-frequency and 2 for high-frequency generate items. Statistical analyses are again reported only for corrected scores, because separate analysis of uncorrected and corrected scores yielded similar outcomes. Both main effects were significant: $F(1, 15) = 21.89, p < .001, MS_e = .02$, for word frequency, and $F(1, 15) = 13.37, p < .01, MS_e = .02$, for task; the interaction was not significant ($F < 1$), thus providing no support for the associative linkage hypothesis. These results suggest that the interaction observed in Experiment 2 might not be relevant to the hypothesis. Why might this be?

From inspection of the data shown in Table 1, apparently it is the generation effect for the high-frequency words in Experiment 2 that is exceptional and gives rise to the interaction in that experiment. Were the interaction in Experiment 2 to be attributable to ceiling effects, one would expect its disappearance in Experiment 3 to be associated with a larger generation effect for the low-frequency words in Experiment 3, but clearly this did not happen. Also, there was no support for a ceiling effect interpretation in a post hoc median split of data from Experiment 2 between high- and low-scoring subjects. This pattern of results and the failure to replicate the interaction also provide little support for an interpretation of the interaction in terms of associative linkage, unless it could be shown that other properties of the words selected for the two experiments differ in a manner predicted by the hypothesis and so can be used to explain the discrepancy between them. Word frequency is of course only one index of associative linkage, and an imperfect one at that, as Nairne et al. (1985) acknowledged. Meaningfulness measures would be a more direct index. Also, Nairne and Widner (1987) suggested that perhaps in recognition, though not in recall, familiarity might be more important than associative linkage. In any event, Table 2 summarizes meaningfulness and familiarity values for all those words used in Experiments 2 and 3 for which norms were available in the MRC Psycholinguistic Database (Coltheart, 1981). Values in these norms range from 100 to 700, a range that is equivalent to that of 1 to 7 in the original norms from which the scale was derived. It is clear from Table 2 that within each frequency band the words used in Experiments 2 and 3 had virtually identical meaningfulness and familiarity values. The finding of an interaction between word frequency and generation effects in Experiment 2 but not in Experiment 3 cannot therefore be related to differences in these other characteristics of the words. The interaction in

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Meaning-</th>
<th>Familiar-</th>
<th>Meaning-</th>
<th>Familiar-</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>fulness</td>
<td>No.</td>
<td>fulness</td>
<td>No.</td>
</tr>
<tr>
<td>2</td>
<td>448</td>
<td>31</td>
<td>487</td>
<td>14</td>
</tr>
<tr>
<td>3</td>
<td>440</td>
<td>36</td>
<td>485</td>
<td>14</td>
</tr>
</tbody>
</table>

*Note. Exp. = experiment. No. = number of words used for which ratings were available in the norms (Coltheart, 1981); in these norms, values range from 100 to 700.*
Experiment 2 may therefore be a spurious result—possibly a rehearsal strategy artifact. Alternatively, there may be a genuine second-order interaction between task, word frequency, and retention interval, although of course to confirm this would require further research.

Experiment 4

Our final experiment was originally conceived as part of a planned set of studies in which different dimensions of stimulus materials were to be tested for their possible influence on generation effects. We report it here because, although not a direct test of the different hypotheses previously described, it speaks directly to the central empirical question of whether low-frequency words support a generation effect equivalent to that for high-frequency words. The experiment is also relevant to evaluating a possible criticism of our attempts to replicate the findings of Nairne et al. (1985), concerning the use of recognition testing throughout. As mentioned in the introduction, there is evidence for generation effects that may reflect data-driven rather than conceptually driven processing. The generation rule used in the present experiments involved the extremely simple surface-type task of reversing two letters. This task might have failed to engage any deeper semantic processing of the generated item. Some theorists assume that recognition memory involves a data-driven component (e.g., Jacoby & Dallas, 1981; Mandler, 1980), so it is possible that the generation effects obtained in these recognition tests depended on data-driven processing, or the retention of additional surface or perceptual information. And if that is so, then the effects are not relevant to hypotheses about the semantic properties of the items. There is evidence that free recall involves little or no data-driven processing (see, e.g., Roediger & Weldon, 1987), so an appropriate way to check this possibility would be to see whether the letter reversal task produces generation effects in recall.

Method

Subjects. The subjects were 40 unpaid volunteers, some of whom were undergraduate students at the City University, London, and others of whom were drawn from the public. They were allocated arbitrarily to one of two groups of 20 subjects and were tested individually.

Design and materials. One group of 20 subjects learned a list of 24 low-frequency words; the other group learned a list of 24 high-frequency words. In each case 12 of the words were generated and 12 read, and words designated as generate for half the subjects within each group were read for the other half. The low-frequency list averaged 3.9 by the Thorndike-Lorge (1944) word count, and all high-frequency words were designated A or AA. The average imagery values were 4.4 and 4.5, and average meaningfulness values were 5.3 and 5.6 for low- and high-frequency words, respectively (values taken from Paivio et al., 1968). Word length was equated in terms of the average number of letters, which was 6.4 for low- and 6.3 for high-frequency words. There were three free-recall learning study and test trials.

Procedure. The generate task was the same as in the preceding experiments. The study-list words were presented one at a time through a deck of cards, which were shuffled anew for each subject and for each trial. The subjects were required to say each word aloud as it was presented, rather than copy words down, and the presentation rate was 5 s per word. At the end of each study-list presentation, subjects were given a card showing a 3-digit number that they had to repeat aloud and count aloud from, backward by threes. This task lasted for 30 s, and its purpose was to reduce the level of recall of recency items. Free recall was written and typically took about 2 min.

Results and Discussion

The principal results of this experiment are summarized in Figure 1. The results of an ANOVA carried out on individual subjects' recall scores confirmed the most important findings that are apparent from the figure, which are the presence of generation effects, $F(1, 38) = 10.18, p < .01, MS_e = .03$, and the absence of an interaction between word frequency and generation effects ($F < 1$). The word-frequency effect itself (i.e., the superior recall of high-frequency lists) was not quite significant, $F(1, 38) = 2.37, p = .13, MS_e = .10$, which may partly reflect the use of a relatively insensitive between-subjects comparison. The effect of trials was highly significant, $F(2, 76) = 179.30, p < .001, MS_e = .01$. Neither the Word Frequency × Trials interaction nor the three-way interaction was significant ($F < 1$ in each case). The apparent attenuation of the generation effect over trials did not quite result in a significant interaction, $F(2, 76) = 2.19, p < .12, MS_e = .02$.

A separate ANOVA carried out on data for low-frequency words confirmed that there was a significant generation effect, $F(1, 19) = 6.80, p < .025, MS_e = .02$; the effect of trials, $F(2, 38) = 82.01, p < .001, MS_e = .01$, was also significant; the interaction was not ($F < 1$).

The finding of similar generation effects for high- and low-frequency words in free-recall learning is consistent with the idea that the letter reversal task does engage deeper conceptual processing, and so argues that the similar effects observed in the recognition experiments did not result from the retention of perceptual information.

![Figure 1. Mean recall probabilities for Experiment 4.](image-url)
General Discussion

The main results from this series of experiments are that contrary to the result reported by Nairne et al. (1985), generation effects occurred in recognition memory for low-frequency words. Our results are therefore consistent with the lexical activation and the conceptual integration hypotheses but provide no support for the associative linkage hypothesis. Although the generation effect in Experiment 2 was found to be greater for the high-frequency words, as predicted by the associative linkage hypothesis, this interaction was not replicated in Experiment 3, and on closer analysis it was shown not to be readily interpretable in terms of associative linkage. The absence of any general relation between word frequency and generation effects was further confirmed in Experiment 4, which provided convergent evidence that the letter reversal task did engage deeper conceptual processing. This result renders it unlikely that the generation effects in recognition memory were not relevant to the hypotheses under evaluation because they reflected only the retention of perceptual or data-driven information.

The discrepancy between the Nairne et al. (1985) result and our own findings leads obviously to the question of why the generality of their null effect should be so constrained. The results of two other sets of studies bear directly on this question. Payne, Grososfsky, and Waring (1987) also found generation effects in recognition memory for low-frequency words and, moreover, in a direct replication of the Nairne et al. experiment—that is, with a study list composed of nonwords and words of low, medium, and high frequency and a retention interval of 1 min. Payne et al. (1987) found too that generation effects occurred for low-frequency words when nonwords were omitted from the study list. Thus the results of the Payne et al. (1987) studies replicate our own results and suggest that neither list composition (the presence of nonwords in the list might have reduced the extent to which low-frequency words were recognized and encoded as words) nor retention interval was a crucial factor.

Fittingly enough, it is Nairne and Widner (1988) themselves who, in the second set of studies mentioned, identified the crucial factor. Nairne and Widner (1988) hypothesized that their previously obtained null effect for low-frequency words might reflect familiarity, rather than frequency, so they presented a list of low-frequency words that were either of high or of low familiarity, together with nonwords. In frequency, they had subjects indicate whether each presented item was a word or a nonword, thereby providing an explicit check on lexical representation and encoding. Their results were clear-cut: High-familiarity words gave rise to generation effects, low-familiarity words and nonwords did not, even though subjects correctly recognized the low-familiarity words as words. So Nairne and Widner (1988) replicated both the original Nairne et al. (1985) low-frequency result and the results obtained both by us in this article and by Payne et al. (1987). In so doing they identified familiarity as the critical variable. Their results constitute further evidence against the lexical activation hypothesis but are consistent with the other two.

The conclusion from all of this research is relatively straightforward. Word frequency does not itself define an essential boundary condition for generation effects, so it provides no grounds either for rejecting the lexical activation hypothesis or for supporting the associative linkage hypothesis. The evidence overall does not support the lexical activation hypothesis, however, but instead favors a broader semantic memory view of what the essential properties of the stimulus materials are. We believe that these properties are captured better by the conceptual integration hypothesis than by the associative linkage hypothesis. But at the limit, if it were assumed that only a certain minimal number of associative links is critical, rather than the overall number, then it would be difficult, if not impossible, to distinguish empirically between the two hypotheses.

Finally, as pointed out in the introduction, all three hypotheses are limited in scope because generation effects appear to entail more than one encoding factor, and because the effects depend on test conditions. Of particular importance in defining the scope of these hypotheses is the further elucidation of those conditions under which generation effects occur for nonwords. In this connection, Johns and Swanson (1988) showed that small but reliable generation effects occur in recognition memory for nonwords, provided that the nonwords in the generate condition are presented visually during the generate attempt. Johns and Swanson argued that previous failures to observe generation effects with nonwords reflected a confounding with familiarity factors, because subjects not only lacked previous visual experience with the nonwords but also did not get to see them during presentation. Interestingly, this account therefore also emphasizes familiarity, but familiarity of surface features rather than semantic features. Perhaps for nonwords, familiarity with respect to surface features plays a role parallel to that of semantic familiarity for words.
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