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Blur-discrimination thresholds for moving, Gaussian-blurred edges were measured. Our results show that mo-
tion produces equivalent spatial blur. The velocity dependence of this blur is linear, and its extent can be pre-
dicted by a temporal impulse response with a standard deviation of ~5 ms in normal room light. This blur is
most likely to result from cameralike summation and not from the use of larger spatial filters for moving than
for stationary objects. As a function of reference blur, blur-discrimination thresholds approach asymptotically
a Weber’s-law relation. Motion-deblurring models are discussed in view of our findings, and an alternative

model for temporal integration is proposed.

INTRODUCTION

There are several pattern-discrimination tasks in which
the psychophysical discrimination thresholds are smaller
than the minimum cone separation. It is rather surpris-
ing that some of these hyperacuities, for instance vernier
acuity’® and stereoscopic acuity,? are unaffected by motion
up to velocities of several degrees of arc per second. One
would expect from the poor temporal resolution of the vi-
sual system—the temporal integration period for both sta-
tionary® and moving™® objects has been estimated to be
more than 100 ms in daylight —that motion blur should
degrade the thresholds. The fact that this does not hap-
pen has given rise to diverse explanations.

Explanations for the absence of motion degradation in
pattern-discrimination tasks have consisted of two main
approaches. First, it has been suggested®® that the visual
system has special motion-deblurring or blur-prevention
mechanisms to aid in the analysis of the shape of moving
objects. In principle, these mechanisms restore posi-
tional acuity by taking into account the temporal delay at
which different photoreceptors have been stimulated.
The second approach™ does not invoke a general motion-
deblurring mechanism. It assumes that image motion
does introduce spatial blur. However, motion blur re-
mains undetected because the internal representation of
the object is already degraded by spatial blur to such a
degree that motion blur does not degrade the information
noticeably further.

Burr et al.’ used a masking technique to measure the
joint spatiotemporal tuning functions of motion detectors,
and, assuming linearity at threshold, they calculated the
spatiotemporal receptive fields of the detectors by inverse
Fourier transform of the data. The fields obtained com-
prise alternating ridges of opposite polarity, elongated in
space-time along the preferred velocity axis of the detec-
tor. Burr et al. used the concept of a spatiotemporal recep-
tive field to explain many phenomena of motion perception,
one of which is the blur-free perception of moving objects.
The essence of the explanation is that a spatiotemporally
oriented receptive field integrates a moving object not
statically but along its path of motion. If the orientation
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of the receptive field corresponds exactly to the velocity of
the object, integration produces no smear.

Anderson and van Essen® argued that in many computa-
tional visual problems it is desirable to control dynami-
cally how the retinal output maps onto higher levels. One
of their examples was the prevention of blurring of moving
images. They proposed a general computational strategy
for resolving these problems. Their solution, which they
termed shifter circuits, involves dynamic shifts in the
relative alignment of input and output maps without loss
of local spatial relationships. The shifts are produced in
increments along a succession of relay stages connected by
ascending, symmetrically diverging excitatory connec-
tions. At each stage the shifts are controlled by lateral
inhibitory connections that selectively suppress appropri-
ate sets of ascending inputs. A descending visually
driven feedback loop is needed to give a measure of the
alignment to the shift control circuitry. In the case of
motion-blur prevention, the feedback signals the locally
measured retinal velocity of the object. The basic prin-
ciple of both the shifter hypothesis and the spatiotemporal
receptive-field hypothesis is the same: integration fol-
lows the path of motion of the object. The implementation,
however, is different: spatiotemporal receptive fields are
stationary and are made up of hard-wired connections,
whereas shifter circuits use dynamic switches and in fact
shift whole receptive fields.

Morgan and Benton’ confirmed the finding of West-
heimer and McKee! by showing that observers can detect
a vernier cue of less than 10 arcsec and that acuity is little
affected by target motions up to 6 deg/s. But they also
found that spatial-interval discimination thresholds for a
bar separation of 4.5 arcmin rise approximately threefold
over the velocity range of 0-6 deg/s. They took these dif-
ferent motion sensitivities of different hyperacuity tasks
as evidence against general motion-deblurring mecha-
nisms. According to their explanation, spatial-interval
acuity is more sensitive to motion blur than is vernier acu-
ity, for the following reason. In the two-bar-interval case,
the bars follow one another rapidly at the same retinal lo-
cation. Motion blur, or, in other words, the sluggish tem-
poral resolution of the visual system, causes the bars’
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responses to overlap, and their peaks become difficult to
discriminate. Morgan and Benton predicted from this
that spatial-interval acuity would be less affected by mo-
tion if the separation between the bars were increased,
and their results confirmed this prediction. On the other
hand, however blurred the vertical vernier lines are by
horizontal motion, they do not overlap on the retina.
Morgan and Benton concluded that the insensitivity of
vernier acuity to motion depends not on the removal of
motion blur but on the fact that blur (either static or
motion induced) does not degrade the critical information
in the stimulus.

Morgan and Benton’s explanation for different motion
sensitivites of the two hyperacuity tasks leaves some
questions. Let us assume, for instance, that there is a
motion-deblurring mechanism that removes most of (but
not all) the motion blur predicted from the temporal sum-
mation period of the visual system. A mechanism remov-
ing all the motion blur would not be biologically plausible:
no neural mechanism can have exact temporal accuracy.
Let us assume further that the residual motion blur is
treated as an equivalent of a small amount of spatial blur
in the later stages of analysis. If we then have two hyper-
acuity tasks that have different sensitivities to spatial
blur, it is easy to see that the tasks will also have different
sensitivities to motion. Thus having different motion sen-
sitivities for different hyperacuity tasks is not a sufficient
proof against a general motion-deblurring mechanism if
the sensitivities of these tasks to spatial blur are not
equal. To study the issue properly one needs psychophysi-
cal tasks in which the effects of static spatial blur and
motion blur can be separated on a quantitative basis.

To compare the effects of motion blur and static spatial
blur, in this paper we examine blur discrimination for
moving, Gaussian-blurred edges. Our psychophysical
experiment is a motion-domain extension of work by
Watt and Morgan,® who measured blur-discrimination
thresholds for stationary edges. They found that thresh-
olds depend on the reference blur according to a U-shaped
function: thresholds decrease as the reference blur is
increased from zero to an optimum level, beyond which
thresholds rise corresponding approximately to a power
law with an exponent of 1.5. In this study we measured
blur-discrimination thresholds as a function of both refer-
ence blur and velocity. Our prediction was that an in-
crease in stimulus velocity should increase the internal
blur and shift the thresholds accordingly.

GENERAL METHODS

Data were collected from one of the authors (AP) and two
other observers (RO and MS) who were naive regarding
the purpose of the study. Observers RO and MS had nor-
mal uncorrected vision. Observer AP had uncorrected
acuity of approximately half of the normal mean value but
no refractive errors. Subjects viewed the display binocu-
larly with natural pupils 100 cm from the screen. Normal
room lighting provided a background illumination of
25 cd/m? ensuring that all observations were carried out
at photopic levels.

Figure 1 illustrates the stimulus arrangement. Stimuli
were displayed on a Hewlett-Packard Model 1333a oscillo-
scope with a brief-persistence P15 phosphor. The spot

Vol. 11, No. 3/March 1994/J. Opt. Soc. Am. A 993

size of this oscilloscope is less than 0.3 mm, and the
brightness of an intensified spot diminishes to 0.1% of its
original value in less than 50 us. The stimuli were gener-
ated by a Macintosh Ilex computer that also carried out
most of the other input, decision-making, and output
tasks necessary for the execution of the experiment.
Digital x and y position information for each dot were
converted to analog voltage levels by a digital-to-analog-
converter card. A 140-arcmin-long horizontal line was
produced by generation of a row of unresolved dots placed
0.3 arcmin apart. A 400-kHz triangle wave signal gener-
ated by a function generator was then added to the y sig-
nal to transform the horizontal line to a horizontal band
20 arcmin wide. We moved the band by shifting its posi-
tion less than 2.4 aremin in every 5 ms so that the motion
appeared to be continuous. The timing of movement and
stimulus presentation was controlled by the computer
with an accuracy of ~5 us. The minimum refresh rate
was 400 Hz.

Every band presented comprised a vertical edge of spe-
cific blur. The profile of the blurred edge had the form of
an integrated Gaussian. Its luminance profile was con-
trolled by a z modulation voltage provided by a third digital-
to-analog converter channel. Luminance values of the
display were calibrated against the input z voltages by a
microphotometer. The minimum luminance of the band
was always 28.5 cd/m? and the maximum 58.9 cd/m?,
making a Michelson contrast of 35%. The blur width of
an edge was specified by the standard deviation of the
Gaussian.

On each trial the sequence of the patterns on the oscillo-
scope screen was the following: the fixation mark, a
blank period, the first band, a blank period, the second
band. The fixation mark was displayed for 500 ms. To
minimize the effects of anticipatory eye movements, we
randomized the durations of the blank intervals, the first
duration in the range of 300-500 ms and the second in the
range of 450-750 ms. The bands either were stationary
or were moved horizontally with identical speed leftward
or rightward, direction being randomized for each band.
The polarity of the edge was selected so that the lower
luminance end of the band was always leading. To mini-
mize the effects of pursuit eye movements, we limited the
duration of the presentation of each band to 150 ms.

On a flat screen there is variation in the perceived
angular velocity along the motion trajectory, even for an
object in a uniform, rectilinear motion. There is also
variation in the spatial-filtering properties because of
changes in eccentricity. To minimize these effects, espe-
cially to avoid changes in the static spatial-filter sizes
along the trajectory, we could not let the motion trajectory
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Fig. 1. Shaded band, stimulus arrangement used in the experi-
ments; line curve, profile of an integrated Gaussian of the lumi-
nous vertical edge in the band.
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Fig. 2. Blur-discrimination thresholds as a function of velocity
at four different reference blurs (space constants 0, 1, 2, and
4 arcmin) for observers MS, RO, and AP. The reference-blur
space constant is specified by the standard deviation of the Gauss-
ian. The error bars for the zero-arcmin reference blur are pre-
sented as an example; they represent *1 standard error. Typi-
cally 1 standard error was ~10% of the threshold.

extend far from the central fovea. Therefore the maxi-
mum velocity used in this experiment was limited to
8 deg/s.

One of the bands in each trial always had an edge with
the reference-blur width. The reference-blur value was
jittered from trial to trial in the range of the nominal ref-
erence blur =10%. Over a series of 64 trials we used an
adaptive probit estimation algorithm to select the cue,
i.e., to select the difference between the reference and the
test blur randomly from a number of preset magnitudes.
The absolute value of this difference was always added to
the reference-blur value to produce the test-blur width.
The sign of the difference was used to specify whether the
band with the reference blur or with a test blur was pre-
sented first. We varied the location of the edge within
the band randomly in a region of uncertainty 2 arcmin
wide to make it impossible for the subject to use distance
cues in the measurement of blur. Two series of 64 trials
corresponding to situations in which the bands moved ei-
ther in the same direction or in the opposite directions
were randomly interleaved. The analysis of the resultant
two psychometric functions was done separately.
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The observer’s task was to decide whether the edge in the
first or in the second band was more blurred. Threshold
was defined as the standard deviation of the resultant psy-
chometric function (83%-correct point), and we estimated
it by fitting a cumulative normal curve to the psychometric
function, using probit analysis.!! Probit analysis also
provides the standard error of the estimate for the stan-
dard deviation and a chi-square value that can be used in
assessing the goodness of fit. At least four thresholds were
determined under each condition. Each final value re-
ported represents the root mean square of these estimates.
Thresholds for all possible combinations of four different
reference blurs (0, 1, 2, and 4 arcmin) and six different
velocities (0, 1, 2, 4, 6, and 8 deg/s) were measured.

RESULTS

Figure 2 shows the thresholds as a function of velocity
with four different reference blurs for all the observers.
Although the data of observer AP differ in some aspects
from the data of the others, the main features are similar.
For each reference blur the discrimination thresholds in-
crease with velocity approximately linearly, and the slope
of this increase is inversely related to the reference blur.
The smaller the reference blur, the larger the effect of ve-
locity on the thresholds. Blur comparison is at its best
not at zero blur but at some higher reference-blur value
for all velocities. This is illustrated in Fig. 3, where the
thresholds for observer RO are plotted as a function of
reference blur. This finding confirms the finding of Watt
and Morgan® for stationary Gaussian blur. This opti-
mum blur also seems to shift to higher blur values with
velocity. Observer AP’s performance is better than that
of the other observers at a reference blur of 4 arcmin,
whereas the others perform better than he does at smaller
reference blurs.

MODEL OF BLUR DISCRIMINATION OF
MOVING TARGETS

The results show that image motion shifts the discrimina-
tion thresholds, indicating that motion produces equivalent
spatial blur. To estimate the amount of this equivalent
blur, we need a model to separate the effects of motion
blur and static spatial blur. The use of a mathematical
model has a prerequisite: we must assume that the blur-
discrimination system is linear near threshold. Another
fact of signal analysis helps us in building the model: in
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Fig. 8. Blur-discrimination data for observer RO from Fig. 2
replotted as a function of reference blur for six different ve-
locities. The optimum blur is not at zero but at some higher
reference-blur value for all velocities.
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mathematical terms blurring is equivalent to filtering,
since both are produced by convolution of the signal with a
function that can be termed either a blurring function or a
spatial filter. In filtering terminology our results indicate
an increase in the effective spatial-filter size with velocity.

The spatial filtering of moving stimuli must contain at
least some of the same static spatial-filtering operations
that blur stationary images, since there is no difference
between the optical blurring of stationary and of moving
objects. Nor does the mosaic of photoreceptors change in
response to moving images. We assume that all the opera-
tions that are not velocity dependent are actually the
same, and we represent the compound action of these op-
erations with a single static spatial filter of space con-
stant s. In addition, our model has a blur component that
is velocity dependent. In the simplest case the space con-
stant of this component is the product of a parameter f
and a velocity . The choice of method for combining the
static and the velocity-dependent spatial filters, as well as
the interpretation of the parameter f and the product fu,
depends on the assumed motion blur type. To clarify
this, we give two simplified examples of different motion
blur types.

If motion blur is purely cameralike, the filtering can be
described in two phases. First, the motion of the object
and the temporal response of the photoreceptors together
produce the velocity-dependent spatial filtering, and the
outputs of the receptors are then combined with the static
spatial filter. Mathematically the operation contains two
separate, consecutive convolutions, and the total output is
separable in terms of static and velocity-dependent spatial
filtering. Since the variances are additive in convolution,
the space constant of the resultant spatial filter s, is the
square root of the sum of the squared space constants of
the components:

s = [$* + (fu)]"2. @

In the case of cameralike blur, the parameter f is a mea-
sure of the exposure or summation time; in fact, it is the
standard deviation of the temporal weighting function, or
the temporal impulse response of the system.

Another type of motion blurring results if we assume
that the visual system uses different spatial filters at dif-
ferent velocities and that the size of these spatial filters
increases with velocity. If, for the sake of simplicity of
this example, we ignore the temporal response of the pho-
toreceptors, then the filtering operation in this case con-
tains only one convolution. The total output is inseparable
in terms of static and velocity-dependent spatial filtering,
and the space constant of the filter is simply the sum of
the components:

s, =1[s + fu)t1"* =s + fv. @)

The velocity-dependent component fv is not a space con-
stant of any realizable filter: it merely indicates how the
size of the spatial filter depends on the velocity of the ob-
ject. The parameter s gives the space constant of the fil-
ter for stationary objects.

In reality, the blurring of moving objects is likely to be a
rather complex mixture of separable and inseparable blur
components. There is no way to avoid the optical blurring
that produces in principle a static filtering stage. Fur-
thermore, it is hard to believe that the sluggish temporal
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response of photoreceptors would not produce any motion
blur on moving objects. The static and the velocity-
dependent blurs produced at these two stages are sepa-
rable. On the other hand, at the bipolar or ganglion cell
level, the temporal filtering in the center of a receptive
field is different from the temporal filtering of the sur-
round.”*™®  Thus the static and the velocity-dependent
blurs produced by the center—surround organization are
inseparable. There may also be some higher filtering
stages producing blur of either or both types. In spite of
all this complexity, we can, however, model our data by.
using only one static and one velocity-dependent spatial-
filtering component. The estimates obtained in this way
are the total effective space constants of the components.
If we calculate the estimates for two extreme cases, fully
separable and fully inseparable blur, we get the lower and
upper limits for the effective values.

Our model derivation follows some of the reasoning pre-
sented by Watt'® for the discrimination of stationary blur.
The internal representation of an edge is a blurred image
of the real physical appearance of that edge. In the case
of fully separable blur, we assume that the representation
of the edge is blurred by the two spatial filters: a static
one and a velocity-dependent one. In mathematical
terms, the representation of the blurred edge is deter-
mined by the convolution of the real edge of blur B, a static
spatial filter with space constant s, and a velocity-
dependent spatial filter with space constant fu. The
standard deviation or the blur width of the internal repre-
sentation of the edge B’ is the square root of the sum of
variances of its convolution components:

B' = [B? + s + (fu)}]*2. 3

We then suppose that there is only one dominant source of
error in the judgment of blur difference. This source is the
comparison of measurements of internal representations
of blurred edges, which introduces a Weber’s-law error:

AB' = LB, 4

where % is the Weber fraction and AB' the threshold in the
comparison of internal representations of edges. If we
then assume that the internal difference AB’ is caused by
the increment AB to the reference blur, we have

B' + AB' = [(B + AB)* + s% + (fu)*]*2. (5)

Substituting first Eq. (4) and then Eq. (2) into Eq. (5) leads
to a quadratic equation that can be solved for AB:

AB = —B + {B? + (k% + 2k)[B? + s? + (fu)*I}'*2. (6)

This equation is the model for blur-discrimination thresh-
old as a function of reference blur and velocity for fully
separable blur.

In the case of fully inseparable blurs, we treat the sum
of the static spatial and velocity-dependent components as
one filter, and we get a slightly different model:

AB = —B + {B* + (k* + 2R)[B? + (s + fu)*I}*2. (D)

If our visual system really uses special spatial filters for
moving objects, there are no particular reasons that the
size of the spatial filter should be a linear function of ve-
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locity. The filter size could, for instance, increase faster
than the linear relation predicts. The simplest case of
this kind of behavior is a quadratic velocity dependence,
which gives us the following model:

AB = —B + {B? + (k% + 2R)[B® + (s + fv + gv?]}*2.
(8

Cameralike blur can produce only a linear velocity depen-
dence, and so, if this quadratic model fits the data signi-
ficantly better than the model with a linear velocity
dependence, we can consider it a proof of the existence of
special spatial filters for moving objects.

FITTING THE MODELS

We applied a standard nonlinear least-squares routine, the
Levenberg-Marquart method,'” to fit our three models to
the data. We obtained the maximume-likelihood estimates
of the model parameters by minimizing the y* merit func-
tion, which was defined as follows:

X¥s, k) = 2,

i=1

N
ABi—ABB’;’y 2
[ (l”fk)], ©

g

where AB(B,v; s, f, k) is the model evaluation at reference
blur B, velocity v, and parameter set {s, f; 2} and o, is the
standard error for the measured value AB;. In addition
to model parameters, our fitting procedure provided error
estimates for the parameters and a statistical measure of
goodness of fit. The probability that the true error of
each parameter is less than the given estimate is 68%, as-
suming that the errors are normally distributed. The
goodness of fit of a y? fit is a function of the minimized
x? value and the degrees of freedom of the fit. The quan-
titative absolute value of the goodness of fit is the proba-
bility @ that the y? value obtained would result from
chance fluctuations of the data. Both the y? value and
the probability @ depend on the estimates of the measure-
ment errors. If the probability @ is very small, then the
discrepancies from the model are unlikely to be chance
fluctuations: either the model is wrong or the measure-
ment errors are larger than estimated. However, because
of the fairly common situation of a nonnormal distribu-
tion of measurement errors, models with @ values as low
as 0.001 are often deemed acceptable.!’

RESULTS FROM THE FITTING

With all our models and measurement data, the method
was found to converge in a few iterations to the best-fit
parameter set. This happened even when the initial guess
values for the parameters were far from the best-fit set,
indicating that the minima found by the method are the
true global ones. In all cases this was confirmed by
graphical inspection of the merit function, which also
ruled out the existence of any other significant local mini-
mum; i.e., the merit functions were found to be unimodal,
with a single minimum.

Figure 4 shows the fit of the fully inseparable blur model
with a linear velocity dependence superimposed upon the
original data. The model fits the data well for each ob-
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server, as can also be seen from the @ values in Table 1.
The number of independent data points is 24 for each ob-
server, and there are 3 parameters in the model; thus the
number of degrees of freedom is 21. A rule of thumb in
chi-square fitting states that a typical value of 2 for a mod-
erately good fit is approximately equal to the degrees of
freedom of the fit, and for observers RO and AP the x*
values are not far from that. The fits for observer MS are
not so good, but the @ values are still several orders of
magnitude higher than 0.001.

The fit for the fully separable blur model is only slightly
worse than the fit for the fully inseparable blur model. It
is a mathematical certainty that, having one more pa-
rameter, the fully inseparable blur model with a quadratic
velocity dependence will provide a fit with a smaller x?®
value than the model with a linear velocity dependence.
The difference in our data, however, is minimal and has no
statistical significance. In fact the @ values for observers
RO and AP show a better fit in the linear than in the qua-
dratic case. For observers RO and AP the value for the
second-order parameter g is less than half of its standard
error, showing also at a glance that g does not significantly
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Fig. 4. Blur-model fit superimposed upon the original blur-
discrimination threshold data from Fig. 2. The model employed
here assumes that the static and the velocity-dependent compo-
nents of the effective spatial filter are fully inseparable and that
the velocity dependence is linear. The fit provided by the fully
separable blur model is almost as good as this fit.
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Table 1. Modeling of Blur-Discrimination Thresholds:
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Best-Fit Parameters, Their Standard Errors, and

x° and @ Values for Three Different Models, for Three Observers

arcmin ms ms X deg/s

s os f of og k ok X2 Q (%)
MS s 0.71 0.03 5.41 0.21 0.155 0.004 44.03 0.23
MS is1? 0.68 0.03 3.84 0.19 0.154 0.004 43.76 0.25
MS is2° 0.69 0.03 2.90 0.54 0.08 0.155 0.004 40.28 0.46
RO s 0.63 0.07 6.40 0.33 0.140 . 0.006 26.11 20.21
RO is1® 0.49 0.06 5.10 0.35 0.140 0.006 22.36 37.92
RO is2° 0.51 0.08 4.76 0.95 0.13 0.140 0.006 22.19 33.01
AP s° 1.16 0.07 6.13 0.27 0.111 0.004 31.98 5.89
AP is1® 1.00 0.07 4.26 0.27 0.111 0.004 24.05 29.05
AP is2° 1.02 0.08 3.85 0.91 0.11 0.111 0.004 23.82 25.03

“Fully separable blur.
Fully inseparable blur with a linear velocity dependence.
‘Fully inseparable blur with a quadratic velocity dependence.

differ from zero. The same is true for observer MS, al-
though not equally self-evidently. Thus the velocity depen-
dence of the effective blur is linear, and we can discard
the model that has a quadratic velocity dependence.

The value of the parameter s provides the space constant
of the effective static spatial filter. This filter corre-
sponds to the compound effect of all the optical and neural
static spatial blurring factors. For observers MS and RO,
s is in the range of 0.5-0.7 arcmin. The same filter of
observer AP is considerably larger, having a space con-
stant of ~1.1 arcmin.

Assuming cameralike motion blur, the parameter f is
the standard deviation of the temporal weighting func-
tion, or the temporal impulse response of the system.
This is why in Table 1 the parameter f is expressed in
milliseconds. For all the observers, f is in the range of
4-6 ms, having an approximate mean of ~5 ms.

If the visual system uses special spatial filters in the
perception of moving objects, then the parameter f indi-
cates simply how the size of the spatial filter depends on
the velocity. In this case milliseconds are not the best
temporal units for showing the strength of the depen-
dence. When expressed in units of reference blur and ve-
locity, the value of parameter f varies between 0.23 and
0.38 arcmin X s/deg. If the size of the effective static
spatial filter is ~0.6 arcmin, as it is for observers MS and
RO, the effective static spatial blur is larger than the
equivalent spatial blur produced by motion (i.e., vf) up to a
velocity of ~2 deg/s. For observer AP with a larger static
spatial-filter size, the corresponding limit goes to ~3 deg/s.
Thus there is a limiting velocity of 2-3 deg/s, above which
the effects of the velocity-dependent part of blurring
dominate. This holds both for the cameralike motion blur
and for the case in which the size of the filter is assumed
to increase with velocity.

The value of the parameter & provides the Weber frac-
tion for the comparison of internal representations of blur.
For each observer the value of % is almost the same for
every model. This results from the fact that in every
model % is actually a similar multiplier of the term that
contains all the blurring factors. For observers MS and
RO, the value of % is ~0.15. Observer AP has a k& value of
0.11, indicating that he has a slightly better accuracy in
blur comparison than the other observers.

DISCUSSION OF THE RESULTS

Velocity Dependence of the Effective Blur

Our modeling shows that the velocity dependence of the
effective blur produced by motion is linear. This is an
important finding, as it shows that there does not neces-
sarily have to be any type of motion blur other than cam-
eralike blur to produce our results. In fact, the strict
linearity of the relationship makes it tempting to believe
that cameralike blur is at least the dominant component of
motion blur. Since the task in our experiment was one
dimensional, in the sense that we were studying the blur
along the direction of motion, our data and models cannot
discriminate between cameralike blur and the case in
which the motion-filter size is a linear function of velocity.
We tried to solve the problem by measuring discrimination
thresholds for Gaussian-blurred edges that had motion
trajectories perpendicular to the edge profile. The results
for observer AP showed that, in this case, velocity had no
discernible effect on the thresholds over the velocity range
of 0-8 deg/s. This result can be regarded as evidence
against any isotropic motion filter, since with this kind of
filter the blurring effects should be similar in all directions
of motion. We can, however, present another possible ex-
planation of why perpendicular motion did not affect the
thresholds. The band that we used was exactly the same
as the one used in the main experiment, being 20 arcmin
in height. With a velocity of 8 deg/s, it takes more than
40 ms for the band to sweep over a horizontal line on the
retina; i.e., there is a horizontal stripe on the retina that
keeps the same luminance profile for more than 40 ms and
even longer with lower velocities. If the blur-producing
motion-integration time is less than 40 ms, the visual sys-
tem can use the same filters as for stationary objects, thus
also producing the same amount of blur.

Effects of the Reference Blur

Our models predict that, as a function of reference blur,
blur-discrimination thresholds approach asymptotically a
Weber’s-law relation. This is different from the results of
Watt and Morgan,” who found that, beyond the optimum
level, thresholds rise corresponding approximately to a
power law with an exponent of 1.5. We believe that the ex-
planation of the difference may be that Watt and Morgan
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used a smaller height of ribbon (12 arcmin), which was too
small for complete vertical integration of the largest blurs
that they used. There is some evidence from grating-
visibility '*!° and spatial-discrimination®® experiments for
this kind of integration. To test this interpretation, ob-
server AP measured blur-discrimination thresholds for an
8-arcmin reference blur that had either a 20- or a 40-
arcmin band height. The doubling of the band height was
done by halving the viewing distance; because of technical
difficulties we could not increase the physical height of the
band. The results confirmed that the band height affects
thresholds. With the 40-arcmin band, thresholds were
close to the values predicted by the models with parame-
ters obtained from the results for the smaller reference
blurs; but with the 20-arcmin band, thresholds were ele-
vated. Most of the studies for spatial-dilation thresholds
have found, as did our study, a power law with an exponent
of 1.0 (i.e., Weber’s law). For example, Campbell et al.?!
found that spatial-frequency difference thresholds are a
fixed proportion of the criterion frequency. Levi and
Klein?? reported that spatial-interval discrimination
thresholds are directly proportional to the separation of
the lines.

Effective Static Spatial Filter

Our estimate for the space constant of the effective static
spatial filter is in the range of 0.5-0.7 arcmin. Levi and
Klein? studied the effects of Gaussian blur on two-line
resolution and found that, when the stimulus blur exceeds
a certain point, thresholds are degraded. They defined
this transition point as the equivalent intrinsic blur. Ac-
cording to their measurements, the equivalent intrinsic
blur in the fovea is approximately 0.4-0.7 arcmin. This
value is comparable with our estimate, which is exactly
what one would expect, since the equivalent intrinsic blur
is the same as the effective static spatial filter; the former
just is expressed in blurring terminology and the latter in
filtering terminology. The diameter of the excitatory
center of a Laplacian of a Gaussian filter is ~2.8 times the
space constant, and, if we assume that our effective static
spatial filter has the same form, then the estimate for the
diameter of the excitatory center of our filter is in the
range of 1.4-2.0 arcmin. This estimate is consistent with
the results of Marr et al.?; these authors suggested, from
the data on two-point acuity, that the smallest receptive
field for a foveal mechanism in human vision must have a
central diameter of between 1 and 2 arcmin. OQur effec-
tive static spatial filter is also approximately the same size
as the smallest filter in the pattern-discrimination models
of Nielsen et al.?* and of Watt and Morgan?® but only
approximately half of the smallest filter used by Wilson
and Gelb.?

Weber Fraction

The best-fit values for the Weber fraction in our data are in
the range of 11-16%. These values are higher than those
that are normally observed in spatial-dilation studies.
For example, Campbell et al.?! found a Weber fraction of 6%
for sine wave period discrimination. Greenlee et al.”
found similar values for drifting sine wave gratings. The
values for spatial interval discrimination have also been
found to be constant at approximately 5%.2%%2® OQur re-
sults can be compared with the results of the study by Watt
and Morgan.® For the reference blurs above 4 arcmin,
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their data showed blur-difference thresholds in the range
of 10-20%, and, even after an approximate correction for
the small band height that they used, their thresholds
would be higher than 6%.

The difference in Weber fractions between spatial-dila-
tion tasks and blur-discrimination tasks suggests that the
blur-discrimination process may use spatial measurements
that are not so accurate as the measurements in spatial-
interval discrimination. To illustrate the issue, let us as-
sume,’ for example, that our effective spatial filter has
the form of a Laplacian of a Gaussian and that the visual
system uses peaks and troughs in the output of this filter
as spatial primitives. In the case of a Gaussian-blurred
edge, the output is biphasic, containing only one peak and
one adjacent valley. Watt and Morgan® showed that the dis-
tance between the peak and the valley encodes the extent of
edge blur in a way similar to the performance of human
observers. In the case of a normal spatial-interval dis-
crimination task, i.e.,, two thin bars separated by more
than the extent of the filter, the same filter produces an
output that contains two separate peaks, both with flank-
ing troughs, making six spatial primitives altogether.
Even with equally blurred edge and bars, the peaks from
the bars are much narrower; i.e., they have a much better
positional accuracy than the peak or the trough from the
edge. Even if the accuracies of the positions of the ele-
mentary primitives were the same, having fewer primi-
tives (or samples) in the blur-discrimination process would
mean that the process would have to require a larger dif-
ference in cue, i.e., a higher Weber fraction, to produce the
same statistical significance. This example explanation
was based on the use of spatial primitives, but we think
that this principle of differences in positional accuracy in
explaining the differences in Weber fractions would
also hold for a case in which there were no implicit primi-
tives and in which the comparison would be based on the
whole filtered output.

Temporal Integration

Our estimate for the standard deviation of the temporal
impulse response of the system is in the range of 4-6 ms.
This is the maximum estimate based on the assumption
that all the blur produced by motion is cameralike. The
temporal impulse responses presented in the literature
are typically biphasic, having an excitatory phase followed
by a smaller inhibitory phase.® Standard deviation is a
measure of probability distributions, and it is not the best
descriptor for a weighting function that contains both
positive and negative parts. To compare our result with
values in the literature, we assume (supported by our re-
sults from some approximate simulation tests) that our es-
timate reflects mainly the spread of the dominant
excitatory part of the impulse response function.

The temporal extent of the impulse response depends
strongly on the adaptation level: the impulse response
becomes shorter when the retinal illuminance increases.
This makes direct comparisons between different studies
difficult. Probably the lighting conditions closest to those
used in our study were those used in the study of McKee
and Taylor,* in which overhead fluorescent lighting pro-
vided a background luminance of 50 cd/m?. McKee and
Taylor reported their results as best-fit parameters to a
model proposed by Watson.! This model is basically a
difference of two gamma functions, and similar models
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have been used successfully to fit both psychophysical®®*
and neurophysiological® data. Using the model and the
given parameter values, we calculated the standard devia-
tions for the excitatory phases of the temporal impulse
response functions. For the foveal vision of the two ob-
servers of McKee and Taylor, we obtained values of 5.8
and 6.0 ms. With the same method we obtained values of
8.3 ms for the temporal impulse response of Watson® that
was based on the data of Roufs and Blommaert*® and of
9.5 ms for the result of Bergen and Wilson.?* Kelly®”
derived temporal impulse responses for different adapting
levels, and one of those levels is close to that in our study.
From Kelly’s plot we estimated that the excitatory phase
of this temporal impulse response has a standard de-
viation of ~5.5 ms. Thus our estimate of 4-6 ms is rea-
sonably consistent with the values obtainable from the
literature for similar lighting conditions.

Instead of assuming a single filter, we could consider
the possibility that the dominant source of motion is the
increase in spatial-filter size with velocity. If this were
the case, then our estimate for the temporal parameter f
would be an overestimate for the standard deviation of the
temporal impulse response, because it would also contain
the component from the size increase. However, the com-
parison with the values from the literature presented
above shows that our estimate is more likely to be a slight
underestimate than an overestimate. There are three
possible explanations for this. First, one could speculate
that the temporal impulse response in our task is briefer
than in the tasks studied in the literature. This seems
unlikely. Second, some motion-deblurring mechanism
could remove the blur that is in excess of that predicted
from the temporal impulse response, i.e., remove the
amount of blur corresponding to the increase in spatial
filter size. It is hard to see any rational motive for this
explanation, either. The third explanation is the simplest
and the most likely one. It assumes that motion blur is
cameralike and not a result of an increase in spatial-filter
size with velocity.

If we assume that the temporal impulse response has
the form proposed by Watson® and that the exposure or
motion-integration time corresponds mainly to the width
of the excitatory phase, we obtain an estimate for the
motion-integration time that is approximately in the
range of 20-25 ms. However, there is other evidence
from motion-detection studies that motion detectors sum-
mate for ~100 ms.*®* Thus, in close agreement with the
findings of Burr,* our estimate of motion blur corresponds
to only about a fifth or a fourth of what would be expected
from the summation time. If we assume that the visual
system uses the same mechanism for the detection and
the spatial analysis of a moving object, this difference
cannot be explained without some kind of blur-free inte-
gration mechanism. In what follows we discuss the time—
space model of Burr ef al.® and the linear shifter circuit
concept of Anderson and van Essen® in the light of our
findings.

GENERAL DISCUSSION

Spatiotemporal Receptive Fields
Burr et al.? derived the spatiotemporal receptive fields by
inverse Fourier transform of the spatiotemporal tuning

Vol. 11, No. 3/March 1994/J. Opt. Soc. Am. A 999

functions constructed with the use of masking results.
According to Burr et al., motion smear is determined by
the width of the central region of the spatiotemporal re-
ceptive field and by the interaction of several motion de-
tectors. They also stated that, in principle, definition as
precise as desired may be obtained by the cooperative ac-
tion of many fields of different profiles, but they did not
propose any mechanism for the cooperation.

Our results are consistent with the view that the appar-
ent spatial filter at each velocity is the result of a convolu-
tion between the static spatial filter and the spatial filter
that is determined by the temporal impulse response and
the velocity. In the case in which the static and the
velocity-dependent components are fully separable, the
space constant of the apparent spatial filter follows Eq. (1).
To see whether this equation also applies to the spatiotem-
poral receptive fields derived by Burr et al.,® we estimated
the space constants from the graphic plots that Burr et al.
presented for spatiotemporal receptive fields tuned to ve-
locities of 0, 1.6, 8, and 80 deg/s. We did this by measur-
ing the width of the positive central region at ¢ = 0 and by
assuming that this one-dimensional profile has approxi-
mately the form of a second derivative of a Gaussian.
Figure 5 shows the fit of Eq. (1) to the extracted values.
The fit is good, indicating that the broadening of the re-
ceptive fields with velocity may result from motion blur
produced by a constant integration time. The fitted pa-
rameters, however, are different from our results. The
space constant of the assumed static spatial filter is
~3 arcmin, six times the mean value that we obtained.
One way to explain this difference is to assume that the
blur-discrimination process uses the smallest spatial filter
available, whereas the process of detecting the direction of
drift of a sinusoidal grating at threshold uses a much
larger effective spatial filter. The difference in the tem-
poral parameter is more important. The estimate for the
standard deviation of the temporal weighting function is
28 ms, making the temporal integration time ~100 ms.
This implies that in the psychophysical task of Burr et al.’
the whole summation time produces blur, in contrast to
the task of blur discrimination.

What we are suggesting here is an alternative explana-
tion for the spatiotemporal receptive fields derived by
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Fig. 5. Estimated space constants extracted from the graphic
plots of the spatiotemporal receptive fields by Burr et al.® (open
circles) are fitted by a model that assumes that the apparent spa-
tial filter at each velocity is a result of the convolution between
the effective static spatial filter and the spatial filter determined
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Burr et al. In this explanation the receptive fields are
not the receptive fields of actual single mechanisms but
instead are descriptive functions that show how motion
blur, i.e., the velocity and the temporal filtering, modifies
the appearance of the underlying spatial filter in space-
time coordinates.

Linear Shifter Circuits

When proposing the shifter circuits principle for blur pre-
vention of moving objects, Anderson and van Essen® did
not make any predictions of the amounts of blur that their
system would remove with different velocities. Our re-
sults show that the velocity dependence of the effective
blur produced by motion is linear. Can this kind of de-
pendence be produced by shifter circuits? In principle,
the shifter circuitry produces blur if the shift control is not
accurate. In blur prevention the shift control is guided by
the velocity information. When the motion starts, some
time passes before the shift control returns a correct veloc-
ity value, and blur is produced. The amount of blur is the
product of the delay time and the velocity, and, if the delay
is constant, the amount of blur depends linearly on the
velocity. However, as soon as the velocity feedback signal
reaches the right value, no more blur is produced. If the
delay time is less than 50 ms and the motion-summation
time is 100 ms, then the final internal image for our 150-
ms presentation should be blur free. If the sum of the
delay time and the summation time is more than 150 ms,
some blur is left in the final image, and the amount of this
blur relates linearly to the velocity. This, however, is an
oversimplification of the situation. We have not taken
into account the fact that the velocity feedback signal has
its own uncertainty, which also produces blur. If the er-
ror of the velocity signal is a linear function of velocity,
then the blur produced by this uncertainty depends lin-
early on the velocity, as does also the total amount of blur.
In reality, this is not necessarily the case. De Bruyn and
Orban® measured velocity-discrimination thresholds for
random-dot patterns and moving light bars. At velocities
of 1, 2, 4, and 8 deg/s, the Weber fractions for velocity dis-
crimination were approximately 0.12, 0.09, 0.065, and 0.05,
respectively, thus nowhere near a linear relation. If these
thresholds reflect the behavior of the hypothetical velocity
feedback signal, as one would expect, then the amount
of blur produced by the shifter circuits should not be a lin-
ear function of velocity. Since the amount of blur de-
pends linearly on velocity, we conclude that linear shifter
circuits are not the mechanism behind the blur prevention.

Motion Blur versus Static Spatial Blur

Morgan and Benton’ assumed that motion introduces spa-
tial blur. Their explanation for blur-free percepts of mov-
ing objects was that motion blur remains undetected
because the internal representation of the object is al-
ready even more degraded by static spatial blur. Our re-
sults show that this is true up to velocities of ~2 deg/s.
Morgan and Benton argued against any motion-deblurring
mechanism, but we found that the effective spatial blur
produced by motion in a blur-diserimination task is much
less than that predicted by a summation time of ~100 ms,
indicating the existence of at least some kind of blur-free
integration mechanism.
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Model for Temporal Integration

The essence of both the shifter circuit and the spatio-
temporal receptive-field principle is that motion blur is
reduced or eliminated because the mechanisms take
into account the temporal delay at which different photo-
receptors have been stimulated; i.e., integration follows
the path of the moving object. Some recent studies, how-
ever, suggest that blur-free integration may not be depen-
dent on linear motion. Badcock and Wong***! measured
separation-discrimination thresholds for a line pair and
found that positional jitter of as high as 8 arcmin had little
detrimental effect on performance for two lines with a
separation of 6 arcmin. They produced jitter by present-
ing the line pair in a new randomly chosen location for
3 ms in every 30 ms. They also found that performance
improves with durations of up to at least 300 ms.

We propose a model for temporal integration that is also
consistent with the results reported by Badcock and
Wong.**! In this model the integration happens in two
phases. The first phase is a cameralike exposure phase
governed by the temporal impulse response of the system.
This phase always produces motion blur. The second
phase integrates the images produced by the first phase
over a time period of more than 100 ms in daylight. The
second phase is translation invariant: it uses a mecha-
nism that can take into account changes of object location
even if the changes are random. This phase does not pro-
duce motion blur. However, whatever the method of
superimposing the information of the first phase images,
spatial or luminance changes between the parts of the
object lead to image degradation that may be difficult to
discriminate from motion blur. The second phase does
not remove blur, either; in fact removing blur would be
dangerous, since at that point the system could have no
way of knowing what is blur in‘the image. Instead, the
aim of this phase is to increase the signal-to-noise ratio or
the statistical significance in the discrimination of the
features in the image. In perceptual terms, this phase
increases the perceived clarity of the image. The second
phase integration in our model parallels closely the ideas of
Dodwell,*? who presented a model that is based on correla-
tion of successive time samples of retinal inputs, percep-
tual clarity being attained by a form of autocorrelation.

Badcock and Wong*®* found that positional jitter did
not degrade performance in a line-separation task when
the line pair was updated in a random position every
30 ms. Our model provides a simple explanation for this
result: since there are no spatial displacements inside
the first-phase integration time of ~25 ms, no blur is ex-
pected. However, our model predicts that, if the time
interval between the presentations of the line pairs is
made shorter than ~25 ms, blur will start to degrade the
performance.

When we were modeling the receptive field sizes of
Burr et al.,® using the assumption that the apparent widen-
ing of the fields is produced by motion blur, we found a
temporal integration time of ~100 ms. In our own blur-
discrimination task, the estimate for the blur-produced
temporal integration is only ~25 ms. Our two-phase tem-
poral integration model can give a qualitative explanation
of this difference. The object in the blur-discrimination
task, i.e., the moving bar, remains constant, and thus blur
is introduced only in the first integration phase. Burr
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et al.,® on the other hand, used drifting sinusoidal gratings
seen through a stationary window. This kind of grating
is not a constant moving object. The phase shift between
the grating and the window changes continuously, and if
the second-phase integration mechanism uses, for
instance, the center of luminance in the window to super-
impose the first phase images, the images are not super-
imposed in phase. Thus the grating is also blurred in the
second-phase integration.

Recently, Watamaniuk*® presented results that at first
glance may seem contradictory to those produced by our
model. Using dynamic dot cinematograms, he showed
that points moving in constant directions, or fixed trajec-
tories, show less persistence than points moving with the
same temporal and spatial step sizes but taking random
walks. As a measure of persistence he used the apparent
number of points in the display. Our model can qualita-
tively explain the difference in persistence between the
fixed-trajectory and random-walk conditions. Assume,
for instance, that the frame rate of the cinematogram dis-
play is such that each moving dot is represented as three
dots corresponding to three consecutive positions of the
dot in the first-phase image of our model. If the dot
moves in a constant direction, only a translational shift is
needed to superimpose two consecutive first-phase images,
and the translation-invariant second phase can do this
without more points being added to the integral image.
However, if the dot moves along a random-walk trajectory,
no translational or rotational, shift can completely super-
impose two consecutive first-phase images, and there will
be more than three points in the integral image. This
explanation is oversimplified in that it does not take into
account the temporal impulse response that changes the
relative intensities of the three apparent dots between
successive first-phase images and thus affects the
superimposition, but nevertheless it demonstrates the
general principle. The explanation is also supported by
Watamaniuk’s results that showed the difference in per-
sistence between the fixed-trajectory and the random-
walk conditions to decrease when the frame rate was
lowered from 60 to 40 and further to 20 Hz. Our pro-
posal for temporal integration is also in agreement with
Watamaniuk’s finding that the reduction of visible persis-
tence with fixed-trajectory motion is governed solely by
step size, i.e., displacement, and not by speed.

Our model for temporal integration is not a motion-
deblurring model, since it does not take into account the
temporal delay at which different photoreceptors have
been stimulated, nor does the integration follow the path
of the moving object. To put it simply, our model is not
motion tuned. It explains the resistance of the visual sys-
tem to positional noise when the random shifts of the
target are introduced with time intervals longer than
~25 ms and within a limited spatial window, although our
experiment does not allow us to make any predictions
about the size of this window. The essence of our model
and of our interpretations of the findings in this study is
that the form of a moving object is determined by use of
the same or similarly sized spatial filter or filters as for
stationary objects up to velocities of at least 8 deg/s. In
neurobiological terms, the high spatial resolution found in
our blur-discrimination experiment is consistent with the
idea implicit, for instance, in the paper of Livingstone and
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Hubel** that the parvocellular-interblob stream is involved
in high-resolution form perception, even with moving
targets.
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