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Modelling tissue deformations using free-form modes of vibration

Julia A Schnabela, Philipp G Batchelora, Christine Tannera, Marcel Quistb, Frans A Gerritsenb, David J Hawkesa

aImaging Sciences Division, Guy’s, King’s and St. Thomas’ Medical School, King’s College London, UK
bResearch and Advanced Development, Medical IT, Philips Medical Systems Nederland BV, NL

Abstract. In this work we propose to compute modes of vibration from finite element methods (FEM) for free-form deformations (FFDs) in order to model biomechanical tissue motion and deformations.

1 Introduction

Since physical modes of vibration were first introduced to computer vision applications for correspondence matching [1], their potential has been explored for various medical image analysis tasks, including motion tracking, surgical navigation and shape classification. In this work, we investigate whether modes of vibration can provide a low-dimensional and compact representation of biomechanically plausible types of deformation for their use in non-rigid image registration.

2 Method

Modes of vibration are computed by decoupling the FEM system equilibrium equation, $\mathbf{R} = \mathbf{M} \ddot{\mathbf{U}} + \mathbf{KU}$, into a basis defined by the orthonormalized eigenvectors of $\mathbf{MK}^{-1}$. Here, $\mathbf{R}$ is the load vector, $\mathbf{U}$ the global displacement vector, and $\mathbf{K}$ and $\mathbf{M}$ the global stiffness and mass matrix. This yields a set of eigenvectors $\Phi$ and eigenvalues $\Lambda$, which describe the image-embedded object’s generalized nonlinear axes of symmetry $\mathbf{K}\Phi = \mathbf{M}\Phi\Lambda$. For constant masses, the generalized eigenproblem reduces to a standard one.

For free-form modes of vibration, the global system and mass matrices can be assembled from the local elements defined by a regular mesh of free-form deformations (FFDs) using B-splines [2]. Material properties such as Young’s modulus $E$ and Poisson’s ratio $\nu$ can be associated with each FFD element $e$, yielding local element stiffness matrices $\mathbf{K}^{(e)}$ using Gauss quadrature integration, which are assembled to the global system:

$$\mathbf{K} = \sum_e \mathbf{K}^{(e)} = \int_{V(e)} \mathbf{B}^{(e)^T} \mathbf{C}^{(e)} \mathbf{B}^{(e)} dV^{(e)}$$

(1)

where $\mathbf{C}$ is the strain material matrix, and $\mathbf{B}$ is the strain displacement transformation matrix. The FFD model can then be reparameterized into a frequency-ordered description in form of a linear combination of the modes:

$$\mathbf{T}_{local} = \sum_{j=0}^{3} \sum_{m=0}^{3} \sum_{n=0}^{3} B_j(u)B_m(v)B_n(w)(\mathbf{b}\Phi)_{i+j+m+n}$$

(2)

where $\mathbf{b}$ is a parameter vector weighting the basis of eigenvectors $\Phi$, thus describing how each control point moves within each mode. All modes corresponding to rigid-body modes, background-body modes, or background degrees of freedom (DOFs) have zero eigenvalues, and can be excluded from the eigen solution a priori using efficient sparse matrix methods. Additionally, less relevant high frequency modes can also be excluded. Hence, our proposed modal reparameterization of FFDs can reduce the number of DOFs, while constraining the model to physically motivated and plausible types of deformations.

3 Results

We have computed free-form modes of vibration on a set of Magnetic Resonance (MR) image volumes, including MR mammography, MR liver volumes, and the brainweb1 phantom from the Montreal Neurological Institute, as well as synthetic images. Figure 1 shows a synthetic example image with superimposed free-form deformation modes at increasing frequencies of vibration, illustrating the effect of gross-to-fine deformation modelling.

In the following, the exemplar MR mammography reconstruction will be described. Figure 2 shows example slices for MR mammography data of a volunteer undergoing a controlled compression in a breast biopsy coil [3], as well as subtractions before and after non-rigid registration using the algorithm described in [2].

*Corresponding author: julia.schnabel@kcl.ac.uk
Figure 1. Synthetic example image containing one square object, with a Young’s modulus of $E = 100Pa$. (a) Relaxed state. (b)–(e) Example modes at increasing frequencies of vibration.

Figure 2. Example axial slice through MR mammography volumes of a volunteer undergoing a controlled compression in a breast biopsy coil [3]. (a) Before compression. (b) After compression. (c) Subtraction (a)-(b). (d) Subtraction after volumetric non-rigid registration.

Figure 3 shows the corresponding subtraction slices after modal reconstruction of the non-rigid deformation field, using all available modes or only a mode subset, taking either all displacements or only displacements within the breast tissue into account. The subsets of modes were selected from those modes with strictly positive frequencies of vibration. While a reconstruction with all modes, using all displacements or only breast tissue displacements (Fig. 3 (a) and (b)), captures all or a large proportion of the deformations (with an RMS error of $6 \times 10^{-10}$ and 0.55mm, respectively), it is desirable to truncate the modal basis further to contain only the modes of non-zero frequency of vibration. In this example, these modes amount to just over a quarter (1098 of 4131 modes) of the total number of modes. However, as Fig. 3 (c) illustrates, using only the “positive” modes for reconstruction leaves a large residual rigid motion, which needs to be corrected for, e.g. using a closed form solution (see Fig. 3 (d)). To further reduce the positive modal basis, only the first $N$ positive modes can be used (Figs. 3 (e)–(h)), yielding a decreasing reconstruction error for increasing $N$. In fact, for this example, using less than 10% of the total number of modes (or just over a third of the positive modes) (Fig. 3 (g)) yields submillimetre reconstruction accuracy.

For a further numerical analysis of the reconstruction error, Fig. 4 plots the RMS reconstruction error curves over all modes, as well as the scaled frequencies of vibration $\lambda$. Zero frequencies contribute to either rigid body motion or background motion, which is reflected by a constant reconstruction error using only foreground deformations (reconstructions R2, with an initial fall-off in Fig. 4 (a) for the rigid body modes). Using only positive frequency modes allows to reconstruct only the foreground displacements, hence the lower reconstruction error when ignoring background deformation (R4) as opposed to taking all deformations into account (R3). Using additional rigid motion correction (Fig. 4 (b)) shows an almost equivalent error when using only positive modes (R4) compared to all modes (R2), both based on foreground displacements only. Reconstruction R1 over all deformations and modes finally shows the complexity of the registration task, with a slowly decreasing rather than constant error for zero-frequency modes. In a registration application, where a modal reconstruction due to lack of a gold standard deformation field cannot be performed, these modes, if taken out of the modal basis, will have to be compensated for by rigid body motion correction.

As two further demonstrations for free-form modes of vibration, and on-going work, Figs. 5 and 6 show vibration modes for a slice of the MNI brainweb1 phantom, and a reformatted slice of an MR liver volume of a volunteer at maximum exhale position. For the former, vibration modes from a high-resolution 2D FFD ($5mm \times 5mm$) with three tissue components (grey and white matter, and CSF) were computed, using Young’s moduli of, $E = 4kPa; 8kPa; 0kPa$, respectively, yielding 3096 modes, of which the first non-rigid modes are shown. For the liver example, 3D modes were computed for a one tissue component model ($E = 1kPa$). We are currently investigating
reconstructive properties by means of deformation simulations and gold standard registrations.

**Discussion and Conclusions**

In our initial experiments, reparameterising free-form deformations to a modal basis of vibrations has shown to have a big potential to incorporate biomechanical tissue properties into a transformation models in an elegant way, while providing means to constrain the search space in a registration scenario to physically plausible types of deformation. A further prospect of this approach is to use only a relevant subset of non-rigid free-form modes of vibration in order to recover lower frequency (gross) deformations and to reduce the parameter search space even further. We are currently investigating the effect of varying material property values, multi-resolution FFDs and associated modes, as well as comparing the free-form modes of vibration against gold standard FEM models.
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Figure 4. Accumulative modal reconstruction error of volumetric tissue displacements obtained from non-rigid registration, and corresponding frequency of vibration $\lambda$ (scaled by $10^{-6}$ for better display purposes). (a) Error without additional rigid motion correction. (b) Error with additional rigid motion correction. R1: all modes; R2: all modes and only foreground displacements; R3: all modes with positive eigenvalues; R4: all modes with positive eigenvalues and only foreground displacements.

Figure 5. MNI brainweb1 slice and example modes of vibration. (a) Relaxed state. (b-e) First non-rigid modes.

Figure 6. Reformatted sagittal slice through MR liver volunteer data at maximum exhale and example modes of vibration. (a) Relaxed state. (b–d) Rigid body and non-rigid modes.
1 Introduction

We present a new framework to describe the effect of motion upon MR images. We establish a large matrix equation giving the corrupted image directly from the ideal object. We then show that pseudo-inversion of this system is possible by efficient linear algebraic methods when the motion is known. We concentrate here on the issue of the general motion correction when the motion is assumed known, but we also describe methods to find this motion.

2 Theory

Images acquired in the Fourier domain, and which have been motion corrupted are in general corrected by using two simple facts about Fourier transforms: the Fourier transform of a translated image is the original data with a phase shift, and the Fourier transform of a linearly transformed image is the Fourier transform of the original image, evaluated at the inverse transformed positions, magnified by a determinant. Two problems appear when trying to generalise to non-affine motions, or motion acquired in multiple shots. First, the Fourier data acquired at different times, i.e., k-space positions, is not consistent, which causes problems for rotations for example. Secondly, no general statement holds for the Fourier transform of an image corrupted by nonrigid motion, in terms of transforms of the coordinates in the underlying space: we can’t simply find a nonrigid motion of k-space corresponding to a nonrigid motion of image space. Here, we show how to bypass these problems. The idea is to work with what is observed, namely the images or their Fourier transform, and not on the abstract underlying x- or k-spaces. We do this by expressing every operation as linear operations on images s interpreted as long vectors.

2.1 Known Motions

Spatial transformation matrices. Spatial transformations induce image transformations on the images whose domain (FOV) is transformed. In a discrete setting, the space of \( N = n_1 \times n_2 \) images \( \text{Img}(n_1, n_2) \) is a linear space of dimension \( n_1 \cdot n_2 \) in which images are arrays \( s \). For an image \( s \), and a transformation \( \omega \), the transformed image satisfies \( s_{\omega}(x) = s(\varphi_{\omega}^{-1}(x)) \). The boundedness of the field of view makes these induced maps non-invertible in general. An image whose signal stays within the field of view, however, can be reconstructed.

Fourier, subsampling, and aliasing matrices. Fourier transformations are very fast thanks to Fast Fourier Transform algorithms (FFT), which perform the transformation without building explicitly a dense matrix. Nevertheless, for theoretical discussions, and for our purpose, it is useful to introduce the matrix of the 2D Fourier transform \( F_{n_1, n_2} \). It is a unitary matrix, whose inverse is its hermitian transpose \( F_{n_1, n_2}^H \). Subsampling of a vector can also be represented by a matrix, with ones in the diagonal at the corresponding positions, zero otherwise. We call the matrix corresponding to subsampling at time \( t \) \( A_t \). Aliasing is the consequence of subsampling in the image domain, thus \( a_t := F_{n_1, n_2}^H A_t F_{n_1, n_2} \) is the matrix which maps the image data to the aliased image data. For rectangular field of views, and undersampling along one spatial dimension (Phase Encode PE), the computation factors along dimensions, and the matrices have a block structure. Suppose the aliasing takes every \( n_s \) (\( N_s := N/n_s \)) line, with an offset at the start of \( t, t = 0, \ldots, n_s - 1 \) (i.e., line \( t, t + n_s, t + 2n_s, \ldots \)).

\[
(a_t)_{mn} = \begin{cases} 
\frac{1}{n_s} e^{2\pi i \frac{m-n}{n_s}} & \text{when } (m-n) \text{ is a multiple of } N_s \\
0 & \text{otherwise.} 
\end{cases}
\]  

(1)

All the aliasing matrices have the same regular sparsity pattern, the magnitude of the nonzero components are just \( 1/n_s \), but the nondiagonal parts (which cause the ghosts) have phases which when summed over all shots lead to cancellations.

* Correspondence: {philipp.batchelor,derek.hill}@kcl.ac.uk
Motion in $k$-space. Suppose $u_t$ describes the spatial transformation at time $t$, and $A_t$ the sampling of $k$-space at this time. The observed image $s$ is related to the ideal object image $s_0$ by the sequence: —Spatially transform $s_0$ to $S$ ($s_0 \mapsto u_t s_0$); —Fourier transform ($s_0 \mapsto F_{n_1,n_2} u_t^* s$); —Extract the lines corresponding to shot $t$ ($s_0 \mapsto A_t F_{n_1,n_2} u_t^* s$); —Set these lines in $S$ ($s_0 \mapsto S := \sum_t A_t F_{n_1,n_2} u_t^* s$); —Let $s$ be the inverse Fourier transform of $S$ ($s \mapsto s := \sum_t F_{n_1,n_2}^H A_t F_{n_1,n_2} u_t^* s$). We have obtained a simple matrix form for the motion corruption from the expressions in brackets: the motion corrupted image is a superposition of aliased views of the object in different positions.

$$s = \left( \sum_{t=0}^{n_t-1} a_t u_t \right) s_0 =: \gamma s_0. \quad (2)$$

We call this matrix the *ghosting* matrix (hence the choice of notation, we use the Greek form to avoid confusion with the $g$-factor from parallel MR). Implicitly, when the motions are known, inversion of this matrix should recover an object’s image from its motion corrupted view, *whatever* the motion and time-sampling pattern in $k$-space. It is, however, unlikely that the matrix will be invertible, for the reasons given above. Note that it is also large, of size $n_1 n_2 \times n_1 n_2$, but, the matrix-vector multiplication by $\gamma$ can be implemented very efficiently with FFT and subsampling. Nevertheless, its importance should not be underestimated, as it gives a benchmark to compare other faster, but approximate methods. Note that we have chosen the image space version of the equation, as it is images that are visualised. A $k$-space version of equation (2) would be $S = (\sum_t A_t U_t) S_0 =: \Gamma S_0$ where $U_t := F_{n_1,n_2} u_t F_{n_1,n_2}^H$ is the $k$-space representation of motion. One important remark is that we are able to express the effect of any motion on the Fourier transform of an image, thus represent motion in $k$-space, but expressed on the observed images $S$, not on the coordinates.

**Approximate inverses.** Let us consider the following algorithm, on an image $s$, supposed to result from motions $u_t$ occurring during the sampling. This is an exact version of the first method mentioned in the Introduction: Spatially transform $s$ by $\varphi_t^{-1}$ into $s_1$ ($s \mapsto u_t^* s$); —Fourier transform $s_1$ to $S_1$, ($s \mapsto F_{n_1,n_2} u_t^* s$); —extract the lines corresponding to shot $t$ ($s \mapsto A_t F_{n_1,n_2} u_t^* s$), and set these lines in $S$ ($s \mapsto S_1 := \sum_t A_t F_{n_1,n_2} u_t^* s$). Let $s_1$ be the inverse Fourier transform of $S_1$, an approximation to $s_0$. Then $s \mapsto s_1 =: \gamma^{-1} s := \sum_t F_{n_1,n_2}^H A_t F_{n_1,n_2} u_t^* s$. This algorithm is ‘wrong’ in the sense that in general $s_1$ will be different from $s_0$. The reason is that the shot lines corresponding to $t$ were indeed transformed by a known transform, but only these lines, and this algorithm applies the transformation to the whole image. Ideally, the correct transformation would be applied only to the correct lines. This, however, would always assume that the other lines have been corrected, thus to correct the lines from time $t$, one needs the lines corrected at every other time $t'$, but to get these, one would need the lines corrected at $t$, etc. In other words, the problem of the algorithm is that it is sequential, whereas the exact solution can only be achieved simultaneously, by matrix inversion. Spatial transformations whose transform matrices commute with aliasing matrices are then special in that they allow for a fast exact reconstruction, using for example this algorithm. This is true for translations along aliased lines. Even for more general motions, if the displacements are small, the matrices $a_t$, and $u_t^*$ might approximately commute, in the sense that $a_t u_t^* u_t^* a_t'$ has small norm.

**Inverses.** Algorithms such as the one above are empirical. The advantage of knowing the explicit matrix $\gamma$ is that the search for inversion can be made in a much more systematic way. Of course, the matrix being singular, this statement should be relativised, but, as we already mentioned, the non-regularity is caused by the loss of portions of the image out of the field of view. In other words, we know what the kernel of the matrix is, and it suggests that the singularity might not be too much of a problem, as the images we are interested in have small intersection with this kernel. Hence, instead of heuristic guesses of the inverse, mathematical constructions of *quasi-inverses* might be possible. Here we use the term quasi-inverse of a matrix $A$ to mean a matrix $A^-$ such that the error $\| z - A^- A z \|$ is small, in a sense defined by the problem, in particular for ‘reasonable’ $z$. The conjugate gradient method is the basis of many modern methods for the solution of large linear systems, and a derived Krylov subspace algorithm can be constructed for least-squares. For a regular matrix the conjugate gradient algorithm would always converge to the unique solution (in a finite number of steps). One feature is that it uses only matrix vector product operations, and we have a very efficient implementation of this using FFT and image transforms. Thus, such an algorithm works even for a singular matrix, in the sense that it will converge to some solution. (In a different context of medical imaging, this property of the conjugate gradient for singular matrices was used in [1]).
2.2 Unknown Motions

We have now described what to do if we know the motions. Of course the remaining question is how to find this motion. This question has already been studied in some detail, see for example ([2–4]), but quite often the methods are limited to specific types of motion, bulk translations, sometimes rotations ([4]), which depend on few parameters. The other extremes are some transformations used in nonrigid registrations which sometimes depend on thousands of parameters. A template for motion correction will be

1. Generate a guessed motion.
2. Transform the image by this guessed motion.
3. Assess this image, and improve the guess (return to 1.)

3 Results

We first show the difference between the methods in Fig. 1, of the motion corrupted a), to the empirical in b), and the image corrected by matrix inversion (here by explicitly building the sparse matrix). Clearly, the empirical method does not give a correct reconstruction of the image (here corrupted in two shots, by a relatively large rotation). We also illustrate the method on a 3D dataset, showing that dimension is not a huge limitation, here for random affine motions in four shots, and even a nonrigid motion (Fig. 2). Finally, in Fig. 3 we show an example of a nonrigid motion, here the radial deformation $\rho \rightarrow \rho_0 (\rho/\rho_0)^{\alpha_0}$ where $\rho$ is the distance from the centre of the image, $\rho_0$ a fixed radius, and $\alpha_0$ controls the deformation, here $\alpha_0 = \alpha_3 = 1$ and $\alpha_1 = \alpha_2 = 1.5$. 

![Figure 1](image1.png)

**Figure 1.** Assessment of approximate algorithm for rotations: a) Original image; b) the reconstruction by the approximate inverse, showing clearly that for large rotations, this approximate method does not give good results; c) the solution of the linear system, by conjugate gradient.

![Figure 2](image2.png)

**Figure 2.** Three dimensional example of a cube, with here four ‘shots’ and random affine motion at each shot. We use here a simple cube as it allows to see more clearly the effects. Three panel views, left motion corrupted, right corrected.
Figure 3. Nonrigid example, which simulates a pulsation where the image deforms according to the views in the first row, to simulate a pulsation. Left: motion corrupted, right: corrected.

4 Conclusion

We have established a formula for motion in MR which does not restrict the type of motion, or the sampling pattern. Motion corrected images obtained using derived optimisation strategies show very promising results. The approximate inverse corresponds to the traditional correction in k-space, but the difference between Figs. 1-b and 1-c, shows clearly that for large motions the correct matrix inversion is much better. In summary, correction of very general type of motion becomes a realistic prospect. The motion can be known, from navigators, or markers for example. The method we described applies directly in this case, otherwise an optimisation strategy is required, where the matrix framework is applied at each iteration. This framework is an advance on previous work in the complexity of the motion it can correct, and the computational efficiency of the algorithm.

In future work we will consider the whole motion correction problems, in particular the problem of finding unknown motions. Note that the correct motion correction for known motion will clearly produce better guesses than approximate methods, thus is likely to improve the convergence (see our earlier work in [2]).
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Building a 4D atlas of the cardiac anatomy and motion using MR imaging
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Abstract. In this paper we describe the construction of 4D atlas of human heart using cardiac MR imaging. This probabilistic atlas captures the cardiac anatomy and function of a healthy heart. In order to build the atlas we have acquired tagged as well as untagged MR image sequences from 11 healthy volunteers. The untagged MR image sequences for each subject are segmented and then mapped into a common reference coordinate system using a novel spatio-temporal registration algorithm to produce a 4D probabilistic model of the cardiac anatomy. In addition, the tagged MR image sequences are used to derive motion fields between the end-diastolic and the end-systolic frames which describe myocardial contraction patterns in each subject. These motion fields are also mapped into our spatio-temporal reference coordinate system to produce a 4D statistical model of cardiac function.

1 Introduction

Cardiovascular diseases are the single most important cause of death in the developed world [1]. Their early diagnosis and treatment is crucial in order to reduce mortality and to improve patients’ quality of life. Magnetic resonance imaging (MR) is playing an increasingly important role for the high resolution imaging of the cardiovascular system. The area of computational anatomy is an active research area. Most of the work in this area focuses on atlas based approaches. The majority of medical atlases focus primarily on the anatomy and function of the human brain. Early attempts to construct atlases of the human brain have focused on models built from a single subject. However, these atlases do not contain any information regarding the anatomical and functional variability across the entire population. In order to address this problem, probabilistic atlases have been developed which include information from a set of subjects making them more representative of the normal population [2]. Recently, Mazziotta et al. presented a 4D atlas and reference system of the brain which includes macroscopic and microscopic information about the structure and function of the human brain in a large population across different age ranges [3].

In recent years a large number of approaches have been developed for the volumetric-based modeling of the heart. An excellent review of these approaches can be found in Frangi et al. [4]. While there have been a number of attempts to build statistical shape models of the cardiac anatomy [5, 6] very little attempts have been made to build a computerized atlas which captures both the anatomical and functional variability of the heart across a group of subjects. In this paper, we present a atlas of the cardiac anatomy and motion using MR imaging. We have developed anatomical and functional probabilistic atlases for the left ventricle of the heart, the myocardium and right ventricle. Furthermore, we have also developed a greylevel atlas of the cardiovascular system. The following chapters describe the approach for building the atlas and provide illustrations of the atlas.

2 Constructing the cardiac atlas

In order to build the atlas the following steps are used:

- The untagged cardiac image sequences are segmented into left and right ventricle as well as myocardium using an automated segmentation algorithm.
- The untagged cardiac image sequences are mapped into a common spatial and temporal coordinate system using a 4D registration algorithm.
- The myocardial motion fields for each subject are calculated from the tagged MR images using a motion tracking algorithm.
- The myocardial motion fields are mapped into the common spatial and temporal coordinate system using the transformation calculated previously.
- A 4D probabilistic map for each anatomical structure is calculated. Furthermore, 4D statistical motion model is calculated.
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2.1 Segmentation of the cardiac image sequences
The method developed by Lorenzo-Valdés et al. [7] has been used to segment the image sequences. In this method the first frame of each image sequence is segmented manually and then the segmentation is propagated to the subsequent frames using a non-rigid registration algorithm. The images sequences are segmented into four anatomical structures: the left ventricle, the myocardium, the right ventricle and the background.

2.2 Mapping the image sequences to the same spatio-temporal coordinate system
In order for the cardiac atlas to describe the average anatomy and function of the heart all image sequences have to be mapped into the same spatio-temporal coordinate system. A spatio-temporal registration method has been used in order to align the image sequences into the same reference system. This method is similar to one which we have previously introduced [8]. It uses a 4D mapping which has been resolved into decoupled spatial and temporal components \( T_{\text{spatial}} \) and \( T_{\text{temporal}} \) respectively where

\[
T_{\text{spatial}}(x, y, z) = (x'(x, y, z), y'(x, y, z), z'(x, y, z)), T_{\text{temporal}}(t) = t'(t)
\]

One consequence of this decoupling is that each temporal frame \( t \) in image sequence \( I \) will map to another temporal frame \( t' \) in image sequence \( I' \), ensuring causality and preventing that different spatial regions in a 3D image \( I_k(x, y, z) \) will be warped differently in the temporal domain by \( \text{temporal} \).

The spatial transformation used is an affine transformation with 9 degrees of freedom which account for spatial differences caused by orientation, translation and scaling. To compensate for differences in the length of the cardiac cycle and for differences in the length of the contraction and relaxation phases across different subjects we have chosen a temporal transformation which consists of a global part and a local part:

\[
T_{\text{temporal}}(t') = T_{\text{global}}(t) + T_{\text{local}}(t)
\]

\( T_{\text{global}} \) is an affine transformation which scales the image sequences in order to match the end-systolic and end-diastolic time points. \( T_{\text{local}} \) is modeled by a free-form deformation using a 1D B-spline. To define a spline-based temporal free-form deformation we denote the temporal domain of the image sequence as \( \Omega_t = \{ t | 0 \leq t < \tau \} \). Let \( \Phi \) denote a set of \( n_t \) control points \( \phi_i \) with a temporal spacing \( \delta_t \). Then, the temporal free form deformation can be defined as a 1D cubic B-spline:

\[
T_{\text{local}}(t) = \sum_{i=0}^{3} B_i(u)\phi_{i+1}
\]

where \( i = \left\lfloor \frac{t}{\delta_t} \right\rfloor - 1, \ u = \frac{t}{\delta_t} - \left\lfloor \frac{t}{\delta_t} \right\rfloor \) and \( B_i \) represents the i-th basis function of the B-spline. \( T_{\text{local}} \) deforms the temporal characteristics of each image sequence in order to follow the same motion pattern with the reference image sequence. The optimal spatial and temporal transformation is found by maximising a voxel based similarity measure, the normalised mutual information (NMI) [9]. The NMI of two image sequences can be calculated directly from the joint intensity histogram of the two sequences over their spatio-temporal domain of overlap. During the optimisation new voxel values are generated in the temporal domain using linear interpolation and trilinear interpolation in the spatial domain. The optimisation is carried out using an iterative downhill descent algorithm to calculate the optimal transformation.

2.3 Analysis of the myocardial motion
There are a number of different techniques to extract myocardial motion from tagged MR images. To construct the cardiac motion atlas the myocardial motion patterns in all subjects are analysed using the method developed by Chandrashekara et. al. [10]. In this method the deformation of the myocardium is calculated from the end-diastolic frame to the end-systolic frame and is obtained by non-rigid registration of each frame of the tagged MR image sequence to the end-diastolic frame. In order to map the motion fields into the common reference coordinate system we use an approach introduced by Rao et al. [11]. In this approach, the motion fields of different subjects are mapped into the same coordinate system using a vector field transformation technique which accounts for differences in the size, orientation and shape of the hearts. After mapping all the motion fields to common coordinate system the average motion as well as the principal modes of variation of the motion patterns can be calculated.

2.4 Building the probabilistic atlas
After calculating the transformations to map each image sequence to the common spatio-temporal coordinate system we can use these transformations to map the segmented image sequences into the same spatio-temporal

\[
T_{\text{spatial}}(x, y, z) = (x'(x, y, z), y'(x, y, z), z'(x, y, z)), T_{\text{temporal}}(t) = t'(t)
\]
Figure 1. Examples of the 4D atlases of (a) probabilistic atlas of the left ventricle (b) the myocardium, (c) the right ventricle, and (d) the greylevel atlas. Animations of the atlases are found at http://www.doc.ic.ac.uk/~dp1/Conferences/MIUA04/ATLAS/.

coordinate system. The atlas of each anatomical structure is formed by averaging the segmented image sequences of the corresponding anatomical structure. Before producing the average image sequence, each segmented image sequence is blurred with a Gaussian kernel. The use of blurring during the construction of the atlas is needed due to the low out of plane resolution which results in significant partial volume effects in the segmentation. Blurring the images with a Gaussian kernel addresses this problem by modeling this uncertainty in the tissue classification. Furthermore, we are currently using a small population to build our atlas. This may lead to undesirably sharp transitions in the tissue probability maps. This effect will be significantly reduced by the addition of more subjects in the atlas.

3 Materials

In order to build the 4D atlas we have acquired tagged and untagged MR image sequences from 11 healthy volunteers. All untagged MR image sequences were acquired on a Siemens Sonata 1.5 T scanner using TrueFisp pulse sequence in form of a series of short-axis images covering the entire left ventricle from base to apex. The short-axis images had a resolution of $192 \times 256$ with a pixel size of $1.48 \text{mm} \times 1.48 \text{mm}$ and a slice thickness of 10mm which (which is the typical pixel size used in these acquisitions). Shape-based interpolation was used in order to resample the spatial domain of the segmented image sequences and produce more detailed representations with isotropic voxels of 1mm$^3$ size. For all subjects, the tagged MR image sequences were acquired in the same scanning session as the untagged images. For the tagging, short- and long-axis images were acquired to produce true 3D motion fields. The tagged short-axis images have been acquired with the same geometry as the untagged short-axis images. A cine breath-hold sequence with SPAMM tag pattern was used.

4 Results and discussion

Figure 1 provides examples of the probabilistic atlases in form of tissue probability maps and average greylevel intensity image. The smaller the intensity value the less the probability of the particular pixel to belong to the particular structure (the intensity 255 corresponds to probability of 1, while the intensity 0 corresponds to probability of 0). In figure 1 (a) and (b) we can clearly see that the papillary muscles of the myocardium are more blurred than the rest of the image. This is due to the fact that there is large variability in the position and the size of the papillary muscles. The registration cannot correct differences in the shape of the structure which results to high degree of blurring.

We have also produced volume renderings of the combined tissue probability and motion maps. The volume rendering was produced using the Visualisation Toolkit package (www.vtk.org). Figure 2 shows the volume rendering of the atlases. In figure 2 (a),(d) we can see the left ventricle with the average deformation of the myocardium from two different views, while in (b),(e) we can see the myocardium atlas from the same two different views and, finally, in (c),(f) we can see the volume rendering of the atlas of the right ventricle. The lower the probability of a voxel to belong to a structure the more transparent the voxel is rendered.

5 Conclusions

We have presented a 4D atlas of the heart using cardiac MR images. The atlas is created from cardiac image sequences from 11 healthy volunteers. We have built probabilistic atlases for the left ventricle, the myocardium and the right ventricle and also a grey-level atlas of the entire heart. These atlases represent the anatomy and the function of a healthy heart. For future work we are planning to include more subjects in the atlas. The more subjects the atlas has the more accurate representation of the population is. We also planning to use different spatio-
temporal alignment techniques, for example 4D deformable registration techniques, during the atlas construction. The use of a 4D deformable alignment technique will not only correct scaling, rotation and translation differences but also a certain amount in shape differences of the subjects allowing the atlas to provide better definition for the boundaries of each structure. In this case, the information regarding the shape variability will not be encoded in the tissue probability maps but in the deformation fields generated by the registration. Finally, techniques for atlas-based registration will be developed in order to allow the atlases to be used in the medical environment. The comparison of particular subjects with the atlases can assist the clinician to identify possible abnormalities in the subjects’ cardiac anatomy and function.
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Abstract. The establishment of patient specific models for minimal access surgical simulation requires the acquisition and co-registration of 2D endoscope/laparoscope video with 3D tomographic data with matched physiological status. The advent of in vivo catheter tip tracking devices offers the potential for improving the robustness and accuracy of current registration techniques in the presence of tissue deformation. For bronchoscope simulation, reliable extraction of respiratory motion allows retrospective gating of the acquired tracking data so that video bronchoscope views can be grouped according to different respiratory phases. In practice, the motion data recorded is coupled with patient and respiratory motion and the decoupling of the two is not trivial. This paper presents a novel motion decoupling technique for simplifying 2D/3D registration under the influence of normal respiratory motion. Wavelet analysis has been used to identify and remove episodes due to coughing and extreme breathing patterns. The technique has been validated with data acquired from 8 subjects, demonstrating the practical value of the proposed method.

1 Introduction

Minimal invasive surgery is increasingly being used in routine clinical practice as it significantly reduces patient trauma and recovery time. The technique, however, requires a high degree of manual dexterity and hand-eye coordination. The use of simulation devices has been proven to be an economical and time saving tool for acquiring, as well as assessing basic surgical skills. With the current systems, however, the lack of visual realism and tactile feedback represents major challenges to minimal invasive surgery tasks. To this end, computer simulation is becoming an important tool for acquiring, as well as assessing, basic surgical skills. In our previous study, we have developed a reliable 2D/3D registration technique, which incorporates structural matching, and inter-frame coherence for providing photorealistic rendering for bronchoscope simulation [1]. The method has shown great promise in establishing the camera pose during bronchoscope examination such that matched surface details can be extracted to augment the virtual bronchoscope views. The technique, however, assumes that there is no large tissue deformation between 3D tomographic data and 2D bronchoscope video. To simplify the 2D/3D registration process and accommodate general tissue deformation during examination, the use of catheter tip EM tracker provides a practical way forward. In a catheter tip tracking enabled bronchoscopy examination, a 6 DoF tracker is required to monitor the global position and orientation of the patient. This allows the cancellation of global motion, thus facilitating the localisation of the bronchoscope in relation to the CT scan volume. One of the issues involved in tracking the pose of bronchoscope camera is its movement due to respiratory motion. The trajectory acquired needs to be separated into different phases of the respiratory cycle such that the corresponding bronchoscope views can be co-registered with 3D tomographic data. Since during bronchoscope examination, both patient and respiratory motion affect the reading of the catheter tip, they need to be decoupled before further processing steps can be applied. The purpose of this paper is to provide a novel respiratory motion decomposition scheme to accurately monitor the respiratory cycle in the presence of large patient motion and filter out episodes due to coughing and extreme breath patterns.

2 Methods

2.1 Experimental Setup

The basic system layout is shown in Fig 1 where an Aurora (Northern Digital, Ontario, Canada) EM tracking system is used. The system provides both 5 DoF catheter tip and 6 DoF (MagTrax Reference) EM trackers. Additional positional trackers
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Fig 1: The basic configuration of using Aurora electromagnetic tracking systems in a clinical setting for removing global patient motion and recovering respiratory pattern.
can be introduced to extract respiratory motion so that video bronchoscope views can be grouped according to different respiratory phases. The introduction of extra tracking devices, however, complicates the experimental procedure and may not be practical in clinical examinations. Due to the different frequency characteristics of the respiratory and global motion, it is possible to simultaneously acquire and decouple these motions by using a single sensor positioned on the chest wall. The decoupling of global and respiratory motion in this case, however, is not trivial as they are intertwined depending on the projection axes. Given the fact that the dominant cyclic variation of the signal is due to respiratory motion which has a constant principal direction of variation during a given time window, principal vector decomposition is used to extract the plane of respiratory motion over time, independent of global motion. To account for coughing and other extreme respiratory motions, wavelet analysis [2] was applied to detect and isolate these rapid motion episodes. In this paper, we present a new technique that uses principal component analysis based method to retrieve “hidden” respiratory patterns from position sensors in different axes and wavelet transform to filter out coughing and extreme breath patterns.

2.2 Decoupling of Respiratory Motion

Given that the dominant variation of the signal is due to respiratory motion and it has a constant direction during a given time window, then principal component analysis can be employed to decouple it. The principal vector is expected to lie on the same plane and, thus, projecting the signal on this plane can isolate the signal variations due to respiration. We define as \( f \) the positional vector over time of the MagTrax reference sensor attached to the chest. Typically the respiratory pattern has a higher frequency than positional drift of the patient, a kernel box \( \delta(t) \) is convolved to each axis of the motion sensor such that

\[
f^\ast(t) = f(t) - f(t) \ast \delta(t)
\]

In discrete form, the samples over time can be represented as:

\[
f^\ast(t - w \cdot \Delta t), f^\ast(t - w \cdot \Delta t + \Delta t), \ldots, f^\ast(t + w \cdot \Delta t)
\]

A matrix \( h \) is defined for each time sample as:

\[
h(t) = \left[ f^\ast(t - w \cdot \Delta t), f^\ast(t - w \cdot \Delta t + \Delta t), \ldots, f^\ast(t + w \cdot \Delta t) \right]^T
\]

\( h \) has dimension of \((2w+1) \cdot 3\), where \( 2w \) has a typical length of 30 sec. Therefore, the covariance matrix is produced as:

\[
M(t) = \left[ h(t) - \bar{h}(t) \right] \left[ h(t) - \bar{h}(t) \right]^T
\]

The principal vector \( p(t) \) is estimated from the eigen decomposition of the covariance matrix. Finally, \( r \) is a scalar vector, which represents the decoupled respiratory motion. This is estimated as the projection of \( f^\ast \) on the principal vector.

\[
r(t) = f^\ast(t) \cdot p(t)
\]

2.3 Wavelet Analysis

During bronchoscope examination, coughing involves major distortion to the airway. In order to identify these episodes wavelet analysis was used [2,3,4]. Wavelet analysis provides localised frequency analysis and has the potential to analyse signals that contain multiple non-stationary or transitory signal characteristics. Their main advantages are both its ability to perform local analysis and to preserve time information.

Let \( \psi(t) \) be a function in the Hilbert space \( L^2(\mathbb{R}) \) of measurable, square-integrable one-dimensional functions with an average of zero, and denote \( \psi_{2^j}(t) = 2^{-j} \psi(2^j t) \). The wavelet transform of a function \( f(t) \) at the scale \( 2^j \) and position \( t \) is given by the convolution product:

\[
W_{2^j} f(t) = f \ast \psi_{2^j}(t)
\]

The dyadic wavelet transform is the sequence of functions \( \{ W_{2^j} f(t) \}_{k \in \mathbb{Z}} \), where \( \mathbb{Z} \) represents the set of integers. In multiscale edge analysis, \( \psi(t) \) is usually chosen to be the derivative of some smoothing function and, thus, the local maxima of \( W_{2^j} f(t) \) indicate the positions where sharp signal variations occur. In order to identify these variations we define an energy function \( e \) with threshold \( \xi \).

\[
e(t) = \sum_{j=10} W_{2^j} f(t) > \xi
\]
3 Validation

Eight subjects were recruited for this study with their respiration monitored by an Aurora (Northern Digital, Ontario, Canada) 6 DoF EM tracker positioned on the sternum. Their respiration was monitored for about two minutes. Global motion was introduced to the couch on which subjects were seated to simulate the sensor reading coupled with two types of motion. During the experiment the relative position of the subject and the couch was fixed and the subjects were allowed to have extreme respiratory movements including coughing. An additional EM tracker was placed on the base of the couch so that its relative movement to that of the sensor located on the subject’s chest wall provided reference readings purely due to respiration. This information was then used to validate the accuracy of the motion decoupling results based on the single sensor method. The results of this study also demonstrate that episodes related to coughing can be reliably identified and filtered out. The subject was asked to cough at a particular time, while slight global motion was introduced. An example is demonstrated in Fig 3 and has been used to validate the wavelet technique.

![Fig 2: Example position traces sampled by the EM tracker and the extracted respiratory motion pattern. (a) x, y, z positional component of the data received from the EM tracker attached on the chest of one of the subjects, (b) x, y, z positional component of the data received from the EM tracker attached on the couch, (c) The recovered respiratory component.](image)

4 Results

Fig 2 demonstrates typical results derived from the proposed respiratory motion decoupling technique. It illustrates the x, y, z positional component of the data received from the EM tracker attached on the chest of one of the subjects (a), as well as the x, y, z positional component of the data received from the EM tracker attached to the base of the couch (b). Fig 2(c) represents the recovered respiratory component after applying the proposed technique described in section 2.1 to the data received from the EM tracker on the subject’s chest. In order to validate our technique the correlation between the recovered waveform (section 1.1) and the waveform estimated by applying principal component analysis to the vector between the two EM tracker tool tips has been calculated for eight subjects. Table 1 outlines the correlation accuracy of the results derived from the 8 subjects studied, which achieved an overall accuracy of 82.7%. This indicates the ability of the technique in extracting the respiratory signal in spite of the fact that it is not apparent in the initial EM tracking data due to global motion.

![Fig 3: Wavelet analysis of the X, Y, and Z positional data acquired from an EM tracker attached on the skin of a healthy subject. The wavelet coefficients are plotted for each signal component. Fig 3(d) represents the energy function of the X-wavelet coefficient graph that has been defined within equation (7). The time interval where the patient coughs shows up clearly as a peak that corresponds to 88 sec. By using the wavelet decomposition scheme, extreme breathing patterns can be reliably identified.](image)

<table>
<thead>
<tr>
<th>Subjects</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation</td>
<td>0.918</td>
<td>0.962</td>
<td>0.805</td>
<td>0.794</td>
<td>0.879</td>
<td>0.791</td>
<td>0.786</td>
<td>0.687</td>
</tr>
</tbody>
</table>

Table 1: Correlation of the waveform estimated by the suggested respiratory decoupling motion technique with the waveform estimated by relative position of two sensors.

5 Discussion and Conclusions

In conclusion, we have presented a novel method of decoupling respiratory motion from the signal received from an EM tracker attached to the chest. We used wavelet analysis to filter out episodes due to coughing and other extreme breathing patterns. Principal component analysis has been employed to decompose the respiratory cycle from global motion. It should
be noted that the basic assumption used for respiratory motion decoupling is that the global positional drift has a relatively low frequency in comparison to respiratory cycles. When there is sudden motion involving large acceleration, it is likely that rapid changes in sensor readings will be introduced, in this case, the algorithm based on principal component analysis will lead to detection errors. Since we have used wavelet analysis to sense rapid sensor movement, these events will also be isolated along with coughing and extreme respiratory motion. The results in this study indicate that the respiratory motion component can be reliably extracted. Even though the respiratory signal has non-zero components in all x-y-z axes and it is blended with global motion, they can be reliably decoupled with the proposed technique. Furthermore, episodes related to coughing can be detected easily and filtered out using wavelet analysis, which is appropriate for detecting localised signal variations. The technique developed can facilitate a 2D/3D registration regime under deformation and increase the accuracy of the registration process.

![Wavelet analysis](image)

**Fig 3:** Wavelet analysis: X, Y and Z positional data has been acquired from an EM tracker attached on the skin of a healthy subject in order to assess the wavelet technique of filtering sudden movements similar to those that are introduced in a bronchoscopy session when the patient coughs. We used Daubechies (db10) mother wavelets to analyze the signals. a-b-c demonstrate the three positional (x,y,z) signals and the correspondent wavelet coefficients. e) Demonstrates the energy function after analyzing the X-motion signal. Similar results have been acquired from analyzing either the Y or the Z component.
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Abstract. Previously, we have described the method of generalised projections (MGP) to correct for phase discontinuities in single- and multi-shot echo-planar imaging (EPI). We investigate through computer simulations and phantom experiments how well the method works for phase inconsistencies in radial trajectories. Two models of phase error were investigated: random isotropic shifts such as might be found in multi-echo radial EPI, and anisotropic shifts such as might be caused by gradient delays in any radial sequence. With isotropic shifts, we found that MGP can reduce severe artefacts, but it is limited by the fact that it is not guaranteed to converge, and the method is not recommended for low artefact levels. The method was found to fail for anisotropic shifts.

1 Introduction

There has been renewed interest in acquiring $k$-space data using radial trajectories (projection reconstruction) as an alternative to Cartesian trajectories, due to their relative insensitivity to patient motion [1] and their suitability for fast imaging [2]. However, miscentering of radial $k$-space lines can cause streak artefacts that are significant because the phase inconsistencies affect the centre of $k$-space. Miscentering caused by gradient timing delays may be corrected by adjustment of gradients after suitable measurement of the delays [3, 4]. In projection reconstruction with multi-gradient echoes (radial EPI), $T^*_2$ weighting and an echo number dependent constant phase term generate streaking artefacts [5], as do differences in timing between positive and negative readouts which lead to misalignment between echoes [6]. These effects can be corrected by measurement of anti-parallel projections, but this requires double the number of projections for a particular resolution [5].

In this paper we examine an image-based, post-processing method of reducing artefacts caused by phase and echo shifts terms. The aim is to correct for miscentering without the additional measurements required in other methods. This is equivalent to finding an image-based method using data collected over $180^\circ$ only, as data acquired over the second half of $k$-space constitutes anti-parallel projections which may be used for correction. The algorithm is based on the method of generalised projections (MGP) which is the extension of the well-known projections onto convex sets (POCS) algorithm to non-convex sets.

2 Description of algorithm

The proposed algorithm is an extension to radial trajectories of an algorithm that we have used for ghost reduction in Cartesian EPI [7–9]. It is also similar to MGP algorithms previously used for object motion correction [10, 11]. Our algorithm differs from that for object motion correction by phase correcting in sinogram space, instead of $k$-space.

The algorithm starts by reconstructing the artefacted image from the original echoes $S(k_r, k_\theta)$ by regridding on to a Cartesian grid followed by a Fourier transform [12]. Next, we impose an image constraint by identifying a region of support (ROS) around the parent image outside which any signal is known to be artefactual. The region outside is set to zero, and the masked image is inverse Fourier transformed, and sampled along the designed trajectories to give a set of “reference echoes”, $S_{ref}(k_r, k_\theta)$. We assume the artefacts in the image are due to constant phase terms and echo shifts which are angle dependent. By the Fourier shift theorem, this equates to zero and first-order phase shifts in the sinogram. Constraints in sinogram space are now imposed as follows: the phase of the sinogram from $S_{ref}(k_r, k_\theta)$, up to first-order, is assumed to be more correct than that of $S(k_r, k_\theta)$, and replaces it. The zero and first-order phase corrections are obtained by linear fitting of the phase difference between reference and original sinograms. This completes one iteration of the algorithm, which is then iterated until an endpoint. Setting the phase as above is a nonconvex constraint [8, 10], and therefore convergence is not guaranteed [13], and iterations may need to be terminated manually.
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3 Method

3.1 Computer simulations

To investigate the algorithm simulations were performed on a test phantom image in MATLAB. The image size was 256 × 256 pixels, consisting of two asymmetrically placed, overlapping discs, one real and one complex (Fig. 1). The image was inverse Fourier transformed, giving a complex $k$-space with an asymmetrical peak. From this, corrupted $k$-spaces are obtained by sampling over $180^\circ$ at 128 angles, along incorrect trajectories according to two models, simulating the errors arising in multi-gradient echo acquisition and gradient delays respectively.

Let the errors in each view be described by a constant phase term $\phi$ and a total translation error in $k$-space trajectory $\Delta k$. Our first model describes errors arising from different eddy current behaviour between positive and negative readouts in a multi-gradient echo acquisition. Here we assume that this leads to random constant phase terms $\phi$ and radial echo shifts $\Delta k_\parallel$ (the portion of $\Delta k$ parallel to the readout direction) [5, 6]. Thus we ignore $\Delta k_\perp$, the component of $\Delta k$ perpendicular to the readout direction, and the shifts are therefore isotropic. The phase and echo shifts applied were varied from a maximum of $\pm 0.125$ radians, $\pm 0.5$ time points to test the performance of the algorithm at different artefact levels. MGP was then applied to estimate and correct for $\theta(\phi(\Delta k_\parallel))$ directly. The algorithm was stopped when the change in $\Delta k_\parallel$, $\delta(\Delta k_\parallel) < 0.1$ time points.

The second model is known to describe miscentered trajectories due to gradient delays [3, 4]. In this gradient delay model, $\Delta k$ is given by a vector sum of the separate translation errors in each physical gradient: $\Delta k = \Delta k_p x + \Delta k_y y$, where $p_x, p_y \in [0...1]$ are the relative gradient strengths. Similarly, the constant phase error is given by the sum of separate constant errors in each gradient: $\phi = \phi_x p_x + \phi_y p_y$. The shifts can also be described by [3]:

$$\Delta k_\parallel(\theta) \propto \Delta k_x \cos^2 \theta + \Delta k_y \sin^2 \theta \tag{1}$$

$$\Delta k_\perp(\theta) \propto \sin \theta \cos \theta (-\Delta k_x + \Delta k_y) \tag{2}$$

Note that in this case of non-zero $\Delta k_\perp$, the shifts are anisotropic. Because our proposed algorithm only estimates shifts in the radial direction, it can not directly correct for $\Delta k_\perp$. However, we use the algorithm to estimate values of $\Delta k_\parallel(\theta)$, and a least-squares fit with Eq. (1) to estimate the constants $\Delta k_x$ and $\Delta k_y$. These can then be used to calculate $\Delta k_\perp(\theta)$ using Eq. (2). Delays were simulated of $\Delta k_x, \Delta k_y = [-0.5 \ldots 0.5]$ time points. Phase differences were simulated up to a maximum of $\phi_x, \phi_y = +0.1$. Iterations were stopped when the change in $\Delta k_x, \Delta k_y < 0.01$ time points or after 20 iterations.

Artefact levels were measured by $M$, the mean absolute difference between the pixels in artefacted and original images over the ROS.

3.2 Phantom experiment

Phantom data was acquired on a 1.5T MR scanner (Eclipse, Philips Medical Systems), using an in-house developed multi-echo radial sequence [14]. A sequence plot is shown in Fig. 2. Note that this gives two echoes at every view. 128 views were collected over $180^\circ$ with $TE_1/TE_2 = 3.5/5.5$ ms. By using the first echoes for odd views and second echoes for even views (taking care of time reversal), we simulate an interleaved dual-echo radial EPI acquisition. By using only the first echoes for all views, a reference image can be created for comparison that should be free from misalignment artefacts caused by gradient reversal. Iterations were stopped when the change in $\Delta k_\parallel < 0.1$ time points.

4 Results

4.1 Computer simulations

With isotropic shifts, the algorithm always converged after $\leq 2$ iterations. Fig. 3 shows the mean and standard deviation values of $M$ for 10 sets of randomly corrupted $k$-spaces before and after correction at different starting artefact levels. We see that the algorithm can reduce the artefact level (Fig. 4) but there is a cross-over point beyond which the algorithm degrades the image. The explanation for this lies in Fig. 5, which shows the final estimated values of $\Delta k_\parallel(\theta)$ for a starting $M = 0\%$. Although the algorithm has estimated the values to within 0.05 time points of the correct values (zero), this is sufficient error to degrade the image slightly, giving a final
Figure 1. Magnitude image of test object. The lower disc is real and the upper disc complex.

Figure 2. Multi-echo radial pulse sequence

$M = 2.4\%$. Unfortunately, changing the end-point criterion in an attempt to decrease the error, for example by choosing $\delta(\Delta k_{\parallel}) < 0.01$ instead of $0.1$, makes the algorithm unstable and divergent (not shown). The reason for this is because the algorithm does not project onto a convex set and therefore convergence is not guaranteed.

With anisotropic shifts, for data acquired over $180^\circ$, the algorithm never converged and had to be stopped after 20 iterations, the error in $\Delta k_{\parallel}(\theta)$ being always too large to estimate $\Delta k_x$ and $\Delta k_y$ with sufficient accuracy for convergence. Fig. 6 shows the values of $M$ for anisotropically corrupted $k$-space before and after correction at different starting artefact levels.

Figure 3. $M$ vs applied artefact level for isotropic shifts (♦ before correction ■ after correction)

(a) $M = 40.0\%$ (b) $M = 9.5\%$

Figure 4. Isotropically corrupted images (a) before (b) after MGP correction

Figure 5. Estimate of $\Delta k_{\parallel}$ for image with starting $M = 0\%$.

Figure 6. $M$ vs applied artefact level for isotropic shifts (♦ before correction ■ after correction)

4.2 Phantom experiment

The algorithm converged after 2 iterations. Figure 7 shows the reference image reconstructed from first echoes only, the simulated dual-echo radial EPI, and the MGP corrected image respectively. There are some artefacts in the reference image (arrow), presumably from hardware instability. The simulated radial EPI shows severe shading...
artefacts from echo misalignment. These are removed by the MGP correction, which also restores uniformity.

5 Discussion and Conclusions

In previous work, we found that MGP is effective only if we impose constraints through some a priori model of phase variation in order to reduce the degrees of freedom. We had hoped that in radial imaging, with its inherent oversampling, MGP might be more robust here than with Cartesian trajectories. Our simulations have shown that while good correction is possible where shifts are isotropic, by not having a guarantee of convergence, the algorithm is limited to correcting large artefacts only. An example of this was shown by our phantom experiment. With low artefact levels, MGP cannot reduce the error in its estimates by reducing step size, as this led to divergence. Therefore, where artefact levels are low, the correction is not recommended. MGP correction has also been shown to fail where the shifts are anisotropic.
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Abstract.
One of the most common problems in image analysis is the estimation and removal of noise or other artefacts using spatial filters. Common techniques include Gaussian Filtering, Median Filtering and Anisotropic Filtering. Though these techniques are quite common they must be used with great care on medical data, as it is very easy to introduce artifact into images due to spatial smoothing. The use of such techniques is further restricted by the absence of a "gold standard" data against which to test the behaviour of the filters. Following a general discussion of the equivalence of filtering techniques to likelihood based estimation using an assumed model, this paper describes an approach to noise filtering in multi-dimensional data using a partial volume data density model. The resulting data sets can then be taken as a gold standard data for spatial filtering techniques which use the information from single images. We demonstrate equivalence between the results from this analysis and techniques for performance characterisation which do not require a 'gold standard'.

1 Introduction

Noise filtering on any data involves the assumption of a specific image generation mechanism or image model. The process of Gaussian smoothing can be interpreted as consistent with a likelihood estimation of the central value within a region. This is done on the assumption that the data within this region can be described by some functional model with the expected grey level residuals being drawn from a Gaussian noise distribution with variance inversely proportional to the spatial Gaussian weighting term. The specific form of the assumed model is best understood by considering a more simplistic problem first. Gaussian filtering removes high spatial frequency content from the structure of images. A less destructive approach to noise filtering is based on the concept of anisotropic filtering, where the data is preferentially smoothed along a direction selected in order to minimise the loss of spatial structure in the image. One particular variant of this we call Tangential Filtering. Here, the tangential direction to the local image slope is computed and the data is smoothed by taking the weighted average of points along this line situated on either side of the central value. It is relatively straightforward to see that averaging of multiple values in this way assumes that the data can locally be fitted to a 1D line and selection of the tangential direction results in the least destructive impact on edge structure. In Gaussian filtering, we can interpret this process as an averaging of multiple estimations of the central value for any pair of pixels with equal weight in the Gaussian kernel. The class of functions for which this would be an appropriate model would include Cartesian polynomials (expanded as a function of shifts \((x, y)\) from the central location \((x_0, y_0)\), either with no even terms, or at least exact cancellation of the magnitudes of even power coefficients. For example:

\[
I(x - x_0, y - y_0) = a + bx + cy + dxy + ex^2 - ey^2 + ... 
\]

Though the only global function for which the model would work correctly at every image location would be an inclined plane. When described in this way it is easy to see the over-simplicity of this model in comparison to the structures found in real medical images. This produces the characteristic problems with Gaussian filtering manifested by image smoothing and the loss of sharp edge structures.

As a direct contrast to spatial image filtering, which assumes specific forms of spatial correlation between grey level values, multi-dimensional tissue segmentation algorithms rely instead upon correlations between multiple measurements of the same physical location (voxel) using different imaging modalities. The typical approach involves building a model not of spatial structure but of grey level density distribution. A common form of noise removal which makes use of grey-level density distribution is the median filter, which can be considered as a bootstrapped likelihood estimator.
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2 Method Overview

We will assess the stability of the selected filtering schemes first by using a Monte-Carlo approach. Here a small quantity of noise is added to the input image and the relative change in output grey-level values is measured. However, this technique is not sufficient as an evaluation, as it will not measure failure of the implicit filtering model. By interpreting each noise filtering technique as an estimation process we suggest that it is possible to assess the validity of the filtering method by observing the number of grey-level values which have changed by more than 3 standard deviations of the estimated image noise, i.e. a Residual Outlier Measurement (ROM). To estimate the image noise to set the scale of this measurement, we use a technique we call Local Noise Estimation (LNE). This is based upon the observation that high order derivatives are heavily corrupted by image noise. On the assumption of uniform independent noise we can use error propagation to predict the expected level of noise on any order of spatial derivative. By measuring the width of the distribution of derivatives around the peak at zero we can get an estimate of the original image noise by scaling with the appropriate error propagation factor. We use second derivatives which means that the technique is also consistent with measuring the deviation from a purely linear spatial grey-level model. Although this method will estimate the image noise well (within a few percent) for data with spatially uncorrelated noise, we cannot use this technique to estimate noise following spatial filtering. The Monte-Carlo assessment and the ROM measure are complementary aspects of performance, the first giving an indication of the best case noise filter on the assumption that the filter model is adequate and the second giving an indication of how often this model is inappropriate. Importantly, neither technique requires a ”gold standard” to test against. In order to illustrate that these techniques give a complete characterisation of the algorithm performance we will need a surrogate ”gold standard”. We choose to use for this the Multi-Spectral Filtering method.

The Multi-Spectral Filtering method is based on multi-spectral image analysis which takes into account the effect of partial voluming [1,2]. Parameters of the model are iteratively estimated by maximising the likelihood of the data distribution using the Expectation Maximisation (EM) approach [1,3,4]. This involves calculating the most likely volumetric contribution of a tissue to the voxel, using the conditional probabilities of all possible tissue volume generation mechanisms (either a pure or mixture of tissues) $P(n|g)$, rather than simply calculating the conditional probability of the tissue classes. Noise free estimates of the individual image grey-levels $g'_i$ can be calculated using

$$g'_i = g_i P(O|g) + \sum_t g_{it} P(t|g) + \sum_s g_{is} P(ts|g)$$

Where $g_{it}$ is the expected pure tissue grey level for image $i$, $O$ is outlier class, $t$ is pure tissue class, and $ts$ is a class for mixture of tissues $t$ and $s$. This formulation implicitly reverts to the original image grey-level for outlier data (large $P(O|g)$). In addition, failure to model individual voxels can be identified by checking for consistency between the filtered image and original. In particular, any reconstructed grey-level value which differs from the original by more than 3 standard deviation of the image noise can be said to be inconsistent with the model. If necessary this value can then be replaced with the original value in order to preserve all significant information present in the original image.

In order to use the results from the multi-spectral technique as gold standard there are a few issues which must be addressed. The first is that multi-spectral filtering is expected to eliminate spatially distributed errors, such as field inhomogeneity. Although these are expected to be small in our data (in comparison to intrinsic image noise) they also vary between acquisitions and will bias comparisons of residual distributions. In order to eliminate the majority of these effects we construct our pseudo-gold standard by removing a smooth estimate of local difference between the multi-spectral reconstruction and the original image, (constructed using a 5 pixel standard deviation (S.D.) Gaussian kernel). Secondly, the multi-spectral noise filtering process removes noise in a tissue dependant manner (also removing genuine tissue variability which cannot be interpreted as a partial volume process), so that residual difference distributions are not simple Gaussians. Therefore we filter all residual distributions within 3 S.D. of the estimated image noise with the sum of two Gaussians with the same mean but individual widths and normalisations (A and B). It is the results of this fitting process which we wish to reconcile with the results from Monte-Carlo and ROM quantification.

3 Results

Original and reconstructed images following co-registration and partial volume analysis are shown in Figure 1. The noise level ($\sigma_{original}$) in each image was estimated using the LNE technique. Tangential filtering was applied by averaging over three pixels (one central and two either side). Gaussian filtering was for spatial filter with S.D. 

```
of 1 pixel. Median filtering was over the local neighbourhood of 9 pixels. The Monte-Carlo stability analysis estimates of the fraction of noise remaining after filtering and the number of voxels lying beyond 3 S.D. of the model (ROM) are given in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>LNE</th>
<th>Median Filtering</th>
<th>Gaussian Smoothing</th>
<th>Tangential Smoothing</th>
<th>Multi-Spectral</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRTSE</td>
<td>58.76</td>
<td>0.64 (1559)</td>
<td>0.27 (2405)</td>
<td>0.66 (698)</td>
<td>0.22 (1689)</td>
</tr>
<tr>
<td>VE(PD)</td>
<td>64.06</td>
<td>0.66 (1466)</td>
<td>0.26 (3127)</td>
<td>0.68 (530)</td>
<td>0.20 (1804)</td>
</tr>
<tr>
<td>VE(T2)</td>
<td>58.2</td>
<td>0.63 (1287)</td>
<td>0.26 (1909)</td>
<td>0.69 (426)</td>
<td>0.17 (938)</td>
</tr>
<tr>
<td>FLAIR</td>
<td>52.4</td>
<td>0.63 (1934)</td>
<td>0.27 (3827)</td>
<td>0.69 (966)</td>
<td>0.13 (4971)</td>
</tr>
</tbody>
</table>

**Table 1.** Monte-Carlo and ROM estimates

Following partial volume filtering the reconstructed images were corrected for low frequency spatial noise as described in the methods section. The resulting images were then used as the basis for evaluation of spatial filtering techniques applied to the original images (Table 2).

<table>
<thead>
<tr>
<th></th>
<th>Original Mean A σ₁ B σ₂</th>
<th>Median Filter Mean A σ₁ B σ₂</th>
<th>Gaussian Smoothing Mean A σ₁ B σ₂</th>
<th>Tangential Smoothing Mean A σ₁ B σ₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRTSE</td>
<td>-4.6 0.47 44.5 0.53 75.3</td>
<td>0.39 0.39 21.9 0.61 63.7</td>
<td>1.1 0.35 14.5 0.65 65.3</td>
<td>-1.1 0.46 29.3 0.54 65.4</td>
</tr>
<tr>
<td>VE(PD)</td>
<td>-4.9 0.54 37.5 0.46 90.6</td>
<td>-7.7 0.60 25.7 0.40 81.5</td>
<td>0.77 0.36 10.6 0.64 52.2</td>
<td>4.3 0.51 24.2 0.49 75.1</td>
</tr>
<tr>
<td>VE(T2)</td>
<td>-7.0 0.34 23.9 0.66 62.9</td>
<td>-7.1 0.58 21.7 0.44 61.5</td>
<td>1.12 0.35 8.6 0.65 43.7</td>
<td>4.4 0.41 17.2 0.59 49.7</td>
</tr>
<tr>
<td>FLAIR</td>
<td>0.27 0.50 37.1 0.50 93.9</td>
<td>0.15 0.49 20.7 0.51 74.0</td>
<td>0.79 0.38 10.6 0.62 56.2</td>
<td>0.2 0.43 19.7 0.57 68.1</td>
</tr>
</tbody>
</table>

**Table 2.** Quantitative Performance of Spatial Filtering

Though the fits to the double Gaussian are less stable than those from the Monte-Carlo the results confirm that for the central narrow component the widths of the residual distribution vary by amounts consistent with the prediction. In addition the proportion of the secondary Gaussian components and secondary peak widths give an estimate of the number of failures. While the Gaussian filter reduces the width of both the primary and the secondary Gaussian distribution, the proportion of data in the broader part of the distribution has also increased. The proportion of data
in the secondary Gaussian remains the same for tangential smoothing and median filtering as for the original image. However, there is additional broadening of the secondary distribution for the median filter, as predicted by the ROM data. The data are in general reconcilable with ROM estimates, with the one exception being the lack of evidence for significant outlier proportion in multi-spectral filtering of FLAIR images. We believe that this is most likely due to flow artefact in the FLAIR images which has then been removed from the reference image by low frequency residual subtraction.

4 Discussion and Conclusions

Multi-spectral filtering can be considered as a regression onto the lines joining pairs of pure tissue locations in the multi-dimensional grey level space, followed by a weighting with pure tissue values according to the Bayesian priors. Any voxels composed of pure tissues of appropriate mean values will therefore have the noise on each grey level removed in such a way as to make the grey level value more consistent with the estimated position along this partial volume line (Figure 2). The results of such an analysis can be also interpreted as a method of data fusion, where data from alternative modalities are combined in order to improve the data from each. The results demonstrate that such an approach does not produce the loss of high spatial frequency structure inherent in even the most careful spatial filtering schemes.

Figure 2. Grey Level Distributions before (a) and after (b) Partial Volume Noise Filtering for IRTSE and VE(PD) images, and before (c) and after (d) Partial Volume Noise Filtering for VE(T2) and FLAIR images.

There is a subtle but important difference between using models based upon spatial distribution and those based upon partial volume behaviour for MR analysis. The former can only be determined from example data and there can never be a spatial model which will be appropriate for the contents of all biological images. Grey level density models however, have statistical characteristics which are purely determined by the acquisition process (i.e. the underlying physics of the measurement process). We might therefore expect that if we knew enough about the image formation process for a particular imaging protocol we may be able to construct a model which is true for all images from a particular acquisition containing equivalent tissue types. This approach to filtering may therefore be regarded as a gold standard for testing of spatial filtering techniques. In general multi-spectral filtering is no more destructive to image contents than tangential smoothing or median filtering but removes more image noise than Gaussian smoothing. We therefore suggest that such image reconstruction techniques may be a useful way of getting the most from multiple MR acquisitions. This paper has shown how techniques generally used for tissue segmentation can be used to provide noise filtering of multi-spectral images based upon an analysis of partial volume structure. We also conclude that the combination of an ROM and a Monte-Carlo stability analysis are sufficient to predict the important characteristics of a noise filtering scheme. Software and test data are available on the web (www.tina-vision.net).
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Abstract. In terahertz pulsed imaging, sets comprising images at the different frequencies in the terahertz pulse may be generated. These show the frequency-dependent effects of the subject on the radiation. In this pilot work, features of such image sets were studied with a view to their exploitation for image analysis. Data from test objects and from a slice of tooth were used. It was shown that, in a simplified case, edges could be tracked in a scale-space image generated from a terahertz image set, and it was concluded that edge focusing may be feasible. Frequency dependent artefacts seen at boundaries in transmission images were shown to be consistent with a geometrical optics description of within-beam interference. This new understanding provides the basis for future developments in physics-based terahertz image analysis.

1. Introduction

In terahertz pulsed imaging the basic measurement is a time series representing the amplitude of the pulse of terahertz radiation at a series of time points. The pulse peak has a FWHM of about 1 ps and the pulse is recorded for a period ~30 ps. The full acquisition consists of a reference pulse acquired without the subject, together with (for each pixel in the image) a pulse transmitted through, or reflected from, the subject. Terahertz pulsed images[1,2] are parametric and show the value of a parameter calculated from the time or frequency domain of the pulse data. In this work, the images used were calculated in the frequency domain and show the amplitude of the Fourier transform of the pulse relative to that of the reference at the same frequency.

![Figure 1. Transmission terahertz pulsed images of a spatial resolution test object at (a) 0.6 THz and (b) 2.8 THz](image1)

![Figure 2. Images of 200 μm slice of tooth (a) X-ray image, and transmission terahertz pulsed images at (b) 0.43 THz, (c) 0.53 THz, (d) 0.64 THz, (e) 0.75 THz, (f) 0.85 THz and (g) 0.96 THz.](image2)

![Figure 3. Contrast detail test object at 1.6 THz, showing profile for scale-space analysis.](image3)

The pulse used in terahertz pulsed imaging comprises a range of frequencies, usually from about 0.5 THz to 3 THz. One consequence of this is that the width of the terahertz beam incident on the subject typically varies with frequency, which leads to a range of spatial resolutions in frequency domain images. In Figure 1, transmission images of a spatial resolution test object are shown, one calculated at 0.6 THz and the other at 2.8 THz. The same set of test bars is indicated by the circle in each case; they are resolved in the higher frequency image but not in the lower.

A second consequence of the existence of a range of frequencies is that the appearance of certain image artefacts is dependent on frequency. Figure 2(a) is an x-ray image of a 200 μm thick slice of tooth, this shows that the slice comprises regions of enamel (light grey) and dentine (mid grey). Frequency domain transmission terahertz images of the same slice of tooth in Figure 2(b)-(g) demonstrate an artefactually broad, dark boundaries between the enamel and dentine, and at their boundaries with air. These artefacts are more pronounced at some frequencies than at others, for example, compare the enamel/dentine boundary in Figures 2(b) and 2(g).

In this pilot work, the two effects were studied with a view to their exploitation for image analysis. Although the two effects are not independent, for the purposes of this investigation they have been treated entirely separately. The first study was prompted because sets of images where each member image has a different spatial resolution are reminiscent of the families of images generated for scale-space analysis [3,4]. Scale-space techniques are applied following the generation, from a single original image, of a family of derived images with successively coarser spatial resolutions, so similar techniques might also be applicable to the intrinsic families of images available from terahertz pulsed imaging. Little work has been published regarding boundary artefacts in terahertz pulsed images, so the second study was prompted by the possibility that a better
understanding of their origin would be useful for knowledge-driven image analysis. In the rest of this paper these two pilot studies are subtitled “scale-space” and “phase artefacts”.

2. Background and theory

2.1 Scale-space

If edges are detected in a high resolution image the process is usually adversely affected by noise, but if a low resolution image is used, then the detected edges may not be located accurately. Bergholm[5] proposed the technique of edge focusing to overcome these difficulties. Edges are tracked from coarse to fine resolution, and so the process has high positional accuracy and is less affected by noise than processing at fine resolution. Fine to coarse resolution images are generated by blurring with a Gaussian operator; which has been shown[6] to have the correct mathematical characteristics for an operator to be used for edge focusing. In particular, the causality condition[7] is met, which means that no new detail is generated when the resolution is diminished. The set of images generated using the Gaussian operator at successively greater levels of blurring is known as a scale-space family. Whilst the families of images produced in terahertz pulsed imaging share the property of diminishing resolution, it is not known if they also satisfy the necessary condition of causality. The data in a scale-space family may be visualised with a scale-space image,[8] which is a plot of edge point location against spatial resolution. As resolution decreases, pairs of edge points merge to form closed contours confined to higher spatial resolution. If causality is satisfied, no new edges are plotted at low resolution that do not appear at higher resolution. Thus the scale-space image provides a preliminary visual assessment for determining the suitability of a family of images for edge focusing. New low resolution detail could occur in terahertz pulsed imaging if the frequency-dependent nature of the attenuation coefficient and refractive index of the materials led to contrast reversal, or to phase artefacts of the kind discussed in the second part of this paper, so exclusion of such confounding factors will be necessary for the pilot study. The aim was to determine (i) if edges could be tracked, and (ii) if spurious resolution was present, in a scale-space image calculated from a frequency domain set of terahertz pulsed images.

2.2 Phase artefacts

Normally, changes in phase arising purely from differing refractive index values, do not affect the measured amplitude of a transmitted signal. However it is possible to deliberately arrange for phase effects to be apparent in amplitude images. In microscopy, where it is common to image subjects that do not attenuate light but do affect its phase, techniques such as phase contrast microscopy have been developed. The phase difference between the subject and background are manipulated by optical techniques to be equivalent to \( \lambda/2 \), so the signals are completely out of phase and destructive interference results. In other imaging modalities, features arising from destructive interference due to optical path length differences have been exploited for measurement. In ultrasound imaging, interference within the beam is known as phase cancellation. The mechanism was first investigated by Rubin et al [9], and has been shown to result in a reduction in the measured signal in broadband ultrasonic attenuation measurements[10] the effect of curvature of a bone surface has been successfully modelled.[11] In the case of the terahertz transmission images shown in Figure 2, the reduced amplitude at the boundaries could be explained by interference within the beam where the beam covers a boundary between two materials. This is a partial volume effect. In this situation, part of the beam travels through one material, and is delayed according to the refractive index of that material, whilst part of the beam is differently delayed in response to the refractive index of the second material. Minima are expected when the condition for destructive interference is satisfied, i.e. when the optical path difference is equivalent to an odd integer multiple of \( \lambda/2 \).

Destructive interference at wavelength \( \lambda \) occurs if

\[
\Delta(nd)_k = (i + \lambda/2) \lambda.
\]

(Equation 1)

where \( i \) is integer \( \geq 0 \), and \( \Delta(nd)_k \) is the optical path difference (Figure 4) arising from differences in refractive index (n), physical path length (d) or both.

![Figure 4. Alternative geometries for within-beam optical path length differences. The red and green arrows indicate different paths within the beam that result in within-beam interference. (a) Physical path length difference of d in sample of uniform refractive index n. (b) Refractive index difference an in sample of constant thickness d. d and Δd are constant with frequency, but n may be frequency-dependent.](image-url)
If \( n \) is constant with frequency, for a physical step in a single material, Equation 1 reduces to \( \Delta(n) = (i+\frac{\pi}{4})/n \). From this expression, the first two minima for a given step are predicted to occur at \( \lambda_0 \) and \( \lambda_1 \), where

\[
\lambda_0 = 3\lambda_1 \quad \text{(Equation 2)}
\]

i.e.,

\[
\lambda_0 = 3\lambda_1 \quad \text{(Equation 2a)}
\]

Furthermore, if two steps of depths \( \Delta d_1 \) and \( \Delta d_2 \) are present, it can be shown that if \( F_{sep} \) is the separation between consecutive minima for a given step size, then for constant \( n \)

\[
\Delta d_1/\Delta d_0 = F_{sep}/F_{sep'}
\]

(Equation 3)

From previous measurements in the terahertz region we have shown[12] that refractive indices are approximately constant with frequency above 0.5 THz for some materials such as TPX and Duraform (Nylon 12), but it would not be a valid assumption to apply to tissues.

For a boundary between two materials with different refractive indices and constant thickness \( d \), Equation 1 reduces to \( \Delta(n) = (i+\frac{\pi}{4})/d \). From this expression, the first two minima for a given refractive index boundary are again predicted to occur at \( \lambda_0 \) and \( \lambda_1 \), where \( \lambda_0 = \lambda_1 \). In this case, it is assumed that the refractive index difference between the two materials \( \Delta(n) \) is the same at each minimum. For a first approximation, this is a reasonable assumption[12] for both tissues and man-made materials. The aim of this study was to confirm the hypothesis that the boundary artefacts satisfy Equations 2 and 3 and that they are thus consistent with interference within a beam that has covered both sides of a boundary between materials.

3. Methods

3.1 Scale-space

Transmission mode terahertz pulsed imaging data were acquired, and image sets generated, from a test object with circular contrast details (Figure 3). The substrate was TPX, with gold contrast details. This was a choice that minimised the likelihood of spurious resolution arising from frequency-dependent attenuation characteristics, as the absorption coefficient of TPX is negligible and gold reflected, rather than absorbed, the radiation. Similarly, phase artefacts were avoided because the attenuation by the gold was by reflection, so TPX was the only material through which the radiation was propagated, even at boundaries. At each pixel 32 points separated by 0.08 ps were recorded, corresponding to a frequency resolution of 390 GHz after Fourier transformation. Scale-space images were generated from a profile (Figure 3) through the image set from 0.4 THz to 3.9 THz. Edges were defined as zero-crossings in the second derivative of the profile, and those clearly seen in the mid-frequency images were manually tracked through the increasing resolution region of scale-space. Edges violating the causality condition were identified.

3.2 Phase artefacts

Transmission mode terahertz pulsed imaging data were acquired, and image sets generated, from a step wedge of Duraform,[13] and from a 200 \( \mu \)m thick slice of tooth held in air. For the step wedge, at each pixel, 128 points were acquired at 0.15 ps intervals, giving a frequency resolution of 52 GHz. The tooth slice image was 56 by 56, and each time series comprised 64 points separated by 0.15 ps, giving a frequency resolution of 104 GHz. The step wedge had path length differences of 0.4 mm, 1 mm, 1.5 mm and 2 mm. Measurements of pixel value were made at each frequency from profiles of the steps, and through boundaries between air, enamel and dentine in the tooth images. Minima were identified to obtain \( f_0 \) and \( f_1 \), \( f_0 \) was plotted against \( f_1 \) and the slope compared the value of 3 predicted in Equation 2a. For the step wedge, the validity of Equation 3 was tested using the known step sizes. Errors were calculated from the uncertainty in the localisation of the frequency minima.

4. Results

![Scale-space image from the profile in Figure 3. The green arrows indicate where the circular details appear. The red points indicate detected edges that violate the causality condition. (b) Frequencies for the first two destructive interference minima, black line is fitted to measurements and grey line shows Equation 2a. (c) Experimental results for step wedge, black line is fitted to measurements and grey line shows Equation 3.](image)

4.1 Scale-space

The scale-space image, Figure 5(a), had edges that were continuous and could be tracked to high resolution. However, even for this simple object, points violating the causality condition were found.
4.2 Phase artefacts

The expected cyclical variation in pixel value with frequency was observed for boundaries in both step wedge and tooth, except for the dentine/enamel border where $f_i$ was beyond the range of frequencies acquired. The slope of the experimental line in Figure 5(b) was $2.82 \pm 0.15$. Results from the step wedge, shown in Figure 5(c), were consistent with the prediction of Equation 3, and the slope of the experimental line was $0.95 \pm 0.35$.

5. Discussion

5.1 Scale-space

Edge focusing in terahertz pulsed imaging families may be possible, especially where the frequency dependence of the material properties is known. The most suitable resolution at which to start the focusing process requires further investigation. The example chosen was considerably over-simplified as the test object did not mimic the frequency-dependent optical properties of tissue, which could result in explainable spurious resolution. More complete modelling is indicated, together with extension to reflection imaging, which is likely to be the modality used clinically.

5.2 Phase artefacts

The results in Figures 5(b) and 5(c) show that the simple geometrical optics model for partial volume effects explains a major contribution to the artefacts seen at boundaries in terahertz pulsed images. A small contribution may arise from deflection out of the beam but although investigation has begun scattering in terahertz imaging remains poorly understood. This pilot work used only two data sets, so there is scope for a more complete study. Inclusion of the expected frequencies of constructive interference may be valuable and work is needed to extend the argument to reflection imaging. The effects will be exploitable for image analysis by, for example, the application of calibration boundaries, incorporation of variation with frequency into cluster analysis, or the use of models of frequency-dependent edge profiles for sub-pixel localisation. In-beam interference from reflections at the edge of a step has previously been exploited in an ultrasonic rangerfinder. An analogous instrument could be built using a tuneable continuous wave terahertz source. Although recent work has shown that additional frequency-dependent effects are present in terahertz pulsed imaging systems, these effects were not considered in this analysis. These arise from the use of a convergent beam to interact with the sample and also because the detection efficiency is greater at the higher frequencies in the pulse.
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Elasticity Reconstruction from Displacement and Confidence Measures of Ultrasound Image Sequence

Junbo Li, J. Alison Noble*
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Abstract: Ultrasonic elasticity imaging (UEI) is showing promise as a new way of imaging the elasticity of soft tissues to provide additional diagnostic information to B-mode ultrasound to help distinguish healthy from diseased tissue. The premise of the technique is that plastic characteristics of soft tissue may differ in various pathological states. We propose a multi-frame finite-element based scheme to estimate the elasticity of soft tissue from an ultrasound image sequence. Although multi-frame processing is computationally intensive, the presented method shows promise to give significantly higher accuracy for elasticity imaging than previously reported work by ourselves [1] and other published methods.

1. Introduction: Ultrasound elasticity imaging techniques provide new opportunities for detection and diagnosis of cancers in the breast, prostate, coronary artery and other sites by assessing the elastic characteristics of soft tissue. Most of these techniques can be classified into the direct or inverse approaches [2-7]. The inversion elasticity imaging approaches have been widely investigated because of their robustness, while the noises of displacement estimate in solving the ill-posed inverse problem has become an impediment to restrict its diagnostic effectiveness, especially for ultrasound images with limited spatial and contrast resolution [4-7].

In this paper, the potential benefits of elastography from ultrasound video sequences have been explored. A 3-D freehand ultrasound imaging system is used to deform tissue with certain contact forces at the same time as imaging. The Displacement distributions over consecutive B-mode images are calculated using maximum likelihood-based block matching method [8]. Confidence measures of displacement estimation are employed as weighting factors to evaluating the objective functions of the inverse problem. Averaged strain image of the acquired sequence is used as a priori knowledge of the tissue relative stiffness distribution to constrain the inverse solutions. A finite-element based inverse split-and-merge strategy [1] is presented for elasticity reconstruction. The L2-error between the target and reconstructed Young’s modulus is found to be less than 1% for a single inclusion model even with 5% noise level. Experimental results on a gelatin phantom are presented. Although the results are based on B-mode image sequence, improvements are expected by using RF data.

2. Method

A. Data Acquisition: A 3-D freehand Ultrasound system was developed. It consists of an ultrasound imaging machine (Sonos 5500, Agilent Technologies, USA), optical tracker (Polaris Hybrid, Northern Digital Inc, Canada), composite probe (defined below), frame grabber (Meteor II-MC, Matrox Imaging, Canada) and host PC. The overview of the system is shown in figure 1. A 6-axis force transducer (Mini 40, ATI Industrial Automation, USA) and 4 infrared LED were mounted on a 7.5 MHz ultrasound linear array transducer (Hewlett Packard L7540) and integrated together in an enclosing box as the composite probe (figure 2).

![Figure 1. Freehand ultrasound system.](image1)

![Figure 2. Composite probe](image2)

Before ultrasonic scanning, a spatial calibration procedure was performed to enable the actual position and orientation of the B-scan images with respect to the world coordinate system to be determined [9]. Ultrasonic coupling gel (Parker Laboratories, NJ, USA) was used to couple the transducer and the specimen. At the beginning of the scan, the transducer was placed perpendicularly to the surface of the specimen with minimal
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force and then pushed down and released slowly to compress the specimen. B-scan images, positions of the transducer and contact forces were acquired simultaneously during the scan.

**B. Maximum Likelihood Displacement Estimation:** Displacements over consecutive B-mode images are calculated by a maximum likelihood-based block matching method [8]. The best match provides the most likely observed displacement between the two images. The cross-correlation coefficients of displacement are calculated as a measure of confidence of the estimate.

Let $x_i$ and $y_i$ be matched blocks from two consecutive frames $x$ and $y$ and the displacement vector denoted by $v_i(u,v)$. The maximum likelihood (ML) estimation of $v_i$ is given by

$$ v_i^{ML} = \arg \max_{v_i} p(x_i, y_i | v_i) $$

where indices $i$ is an index over all possible blocks. In ultrasound, when the speckle is fully developed, the noise is multiplicative and follows a Raleigh pdf. We can assume blocks $x_i$ and $y_i$ are corrupted by independent multiplicative Raleigh distributed noise, representing uniform dense speckle. By taking the natural logarithm, the multiplicative noise is transformed to additive. Maximizing the pdf is equivalent to maximizing the following CD2 objective function [8]

$$ E_i^{CD2}(v_i) = \sum_j \left\{ \frac{1}{2} (x_{ij} - y_{ij}) - \ln(\exp(2(x_{ij} - y_{ij})) + 1) \right\} $$

where indices $j$ is an index of pixels in the block.

This similarity measure assumes that the noise distribution in both of the blocks is the same. An intensity normalization must be conducted before calculation of CD2, where the original intensity values of $\bar{x}_i$ and $\bar{y}_i$ are transformed into new values by subtracting the mean and dividing the standard deviation to make sure the two blocks have the same mean and variance. This modified similarity measure is denoted as $CD_{2,ML}$ and is used in Singh’s block-matching framework [10] for the estimation of the displacement field.

Following [8], the probability mass function is defined as

$$ R_c(u,v) = \frac{1}{Z} \exp \left( k \frac{E_c(u,v) - m}{(2n+1)^2} \right), \quad -N \leq u, v \leq N $$

where $E_c(u,v)$ is the $CD_{2,ML}$ similarity measure of a $2n+1$ long block $W_c$ for each candidate displacement $(u,v)$ and $m$ is its maximum in the search window $W_c$. $k$ is a parameter of constant value to adjust the maximum response in $W_c$ close to unity. The velocity estimate is defined as the mean of a thresholded version of $R_c$

$$ u_c^h = \frac{\sum \sum R_c^h(u,v)u}{\sum \sum R_c^h(u,v)} \quad v_c^h = \frac{\sum \sum R_c^h(u,v)v}{\sum \sum R_c^h(u,v)} $$

where

$$ R_c^h(u,v) = \begin{cases} R_c(u,v) & \text{if } R_c(u,v) \geq \alpha \\ 0 & \text{otherwise} \end{cases} \quad \alpha = m - h(m - \bar{m}) \quad \text{with} \quad h \in [0,1] $$

$m$ and $\bar{m}$ are the maximum and the minimum of the probability mass function $R_c$ respectively.

**C. Forward Problem in Elasticity Imaging:** A tissue elasticity forward model is built to calculate the theoretical displacements. We assume that the transducer slowly compresses the tissue so that tissue deformation is regarded as quasi-static. We also assume that the elasticity distributions remain constant during compression. This will hold true in the elastic-plastic case. The governing equations for such a situation have been described in many papers [1, 5-7, 11]. Given boundary constraints and a finite element mesh, a finite element model is built and the theoretical displacements throughout the body can be calculated using finite-element analysis. In this study the measured contact force is assumed to be uniformly distributed along the contact surface and applied to the finite element model that represents the mechanical behavior of the tissue. The surface displacements of the tissue and some constraints on the movement of the surfaces are employed as the boundary conditions of the finite element model.

**D. Inverse Problem Using Multiple Images:** Conventional inverse problem of UEI can be stated as to find the smallest distance between measured displacements from 2 images and their counterparts described by the forward finite element model, in which the elasticity parameters act as the state variable, the displacements act as system output variable and is fully controlled by the model physics and the initial and boundary conditions. We modified this standard approach in [1] by using an image sequence and a split-and-merge strategy. Currently we make a further improvement by including a measure of confidence in the reconstruction process. Thus,
\[ \hat{E} = \arg \min \{ F(E) \} , \quad F(E) = \sum_{i=1}^{M} f_i(E) = \frac{1}{2} \sum_{i=1}^{M} \sum_{j=1}^{N_i} W_{ij} \| u_i(E) - \hat{u}_i \| \]

where \( \hat{E} \) is the estimated elasticity distribution, \( F(E) \) is the objective function, \( M \) is the number of image-pairs for displacement calculation, \( N_i \) is the number of observation points of the \( i \)th image pair, \( u(E) \) is the theoretical displacement vectors for a given finite element model, and \( \hat{u} \) is the observed displacement vector from subsequent images. The term \( W_{ij} \) is the weighting factor that controls the contribution of observation \((i, j)\) to the reconstruction problem and is related to the confidence of displacement estimates. The idea is that the “trusted” data contributes more to the objective function than the less confident estimated data.

The inverse problem is then recast as a non-linear optimization problem. A modified Levenberg-Marquardt algorithm and an active set strategy are used to solve the nonlinear least square problems subject to upper and lower bounds on Young’s modulus [1, 11-12]. The non-linear optimization solution is achieved using a Fortran routine DBCLSJ in IMSL libraries. The upper and lower bounds on Young’s modulus are set according to the elastic range of specimen and the Jacobian matrix is calculated by its finite difference approximation.

E. Split-and-Merge Strategy: A split-and-merge strategy is employed over the image sequence in which strain images are used to provide a priori knowledge of the relative stiffness distribution of the tissue to constrain the inverse problem solution. The elasticity reconstruction problem is then solved iteratively by a coarse-to-fine approach as in [1]. First, the strain distributions are computed from differences of the observed displacement fields of the whole sequence. An averaged strain distribution is then obtained. A pyramid of regions of constant strain is then estimated from the strain image using coarse-to-fine fuzzy K-means image classification. This classification will contain true regions and falsely classified regions due to strain artifacts. Assuming each labeled region has the same value of Young’s modulus (ie assuring uniform stress), the inverse problem is solved to get the elasticity distribution of the tissue. The theoretical displacement of the entire image is then calculated by solving the forward problem using the estimated elasticity distribution. If the normalized differences of the reconstructed elasticity in different regions is small, these regions merge into one region. If the mean squared error (MSE) between the measured displacements and their theoretical value is bigger than a pre-set tolerance, we increase the class number (ie., the number of region). The hierarchical process continues with a new set of labeled data from the pyramid with increased class number. The iterations stop when the error between the measured and calculated displacements is smaller than a pre-set tolerance.

3. Results: The new method was firstly studied by a simulated single inclusion model. Uniform pressure loads were applied on the upper surface of the model. Axial displacements on the lower surface were restricted to zero. The center point on the lower surface was regarded as a “steady point” and its displacement vector set to zero. The Young’s modulus for the inclusion and the background is 0.02 MPa and 0.2 MPa respectively.

The reconstructed elasticity distributions with different levels of noises and image pairs are shown in Table 1. We observe that the \( L_2 \)-errors reduce significantly with an increase in the number of image pairs. Note also that the elasticity distributions can be recovered even with poor SNR. Compared with previous work [7], in which the reconstructed elasticity of a single inclusion model is underestimated by about 40% with 3% noise on the displacement estimation, our method is superior, with a lower \( L_2 \)-error.

<table>
<thead>
<tr>
<th>Number of Image pairs</th>
<th>( L_2 )-errors of the reconstructed Young’s modulus with different noise levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0% Noise  5% Noise  10% Noise  20% Noise</td>
</tr>
<tr>
<td>1</td>
<td>0        3.25%       20.03%       84.84%</td>
</tr>
<tr>
<td>5</td>
<td>0        2.02%       13.91%       31.26%</td>
</tr>
<tr>
<td>10</td>
<td>0        1.26%       10.70%       17.12%</td>
</tr>
</tbody>
</table>

A gelatin block-shaped phantom was built from gelatin (Sigma G2500, 300 Bloom, Type A) and distilled water. A cylindrical inclusion was constructed 1 mm deep from the upper surface and in the lateral center of the phantom, with a diameter of 33 mm. The Young’s modulus of the background material should be 16 times that of the inclusion. Talcum powder was added to the surrounding gelatin of the inclusion as scatterers to increase the contrast between the inclusion and its background in the B-scan images.

The relationship between estimated relative elasticity and applied contact force is shown in Fig.3 (a). The relative elasticity is defined as the ratio of the reconstructed Young’s modulus of the background to that of the soft inclusion. It decreases with an increase in the contact force. This may be due to inaccurate estimation of the displacement resulting from the small deformation of the phantom with a small contact force. The estimated
relative elasticity using the image pair that undergo the largest deformation is close to the theoretical value of 16. Figure 3 (b) shows the estimated relative elasticity from an image sequence acquired during phantom deformation. The first and last images in the sequence are related to the minimum and maximum contact forces. Image pairs are carefully selected from the sequence with nearly equal contact force increments. No significant trend is observed from the results to support the hypothesis that the estimated elasticity of the phantom is more accurate with more image pairs. This is probably because the mechanical characteristics of the phantom are well-modeled and its structure can be clearly observed from the B-scan images. This greatly reduces the noise in the theoretical and observed displacement distribution and makes the reconstructed relative elasticity stable. It can be also seen from Fig.3 (b) that the calculated relative elasticity is larger than its theoretical value when 10 and 20 image pairs are used. This is due to the poor SNR of displacement estimation when there is a small displacement between sequential images. This highlights that it is important to carefully select the image pairs to ensure good precision of displacement calculation.

![Graph](image)

**Figure 3.** Estimated Relative Elasticity of the cylinder phantom with different (a) Contact forces, and (b) Number of Image Pairs. The dash-dot line indicates the theoretical value of relative elasticity.

4. **Conclusion:** We have introduced a new method for elasticity reconstruction from a sequence of ultrasound images. The inverse elasticity problem is constrained by the strain image to render the solution to be stable. Multiple image pairs under different loads are used to get good reconstruction results even with poor SNR images. Simulations and experiments on a gelatin phantom have demonstrated the feasibility of the approach. Future work will seek to apply the method to clinical data and adapt the approach to work with RF data rather than B-mode images.
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A. G. Chandler\textsuperscript{a}, T. Netsch\textsuperscript{b}, J. A. Schnabel\textsuperscript{a}, R. Razavi\textsuperscript{a}, D.L.G. Hill\textsuperscript{a}, D. J. Hawkes\textsuperscript{a}

\textsuperscript{a}Imaging Sciences Group, Guy's Hospital, King's College London, London, UK
\textsuperscript{b}Philips Research laboratories, Roentgenstrasse 24, Hamburg, Germany

Abstract. One of the main challenges with Magnetic Resonance (MR) cardiac image acquisition is to account for cardiac motion due to respiration. A popular technique to reduce respiratory motion is to perform short axis (SA) MR multi-slice acquisitions in which a patient holds his/her breath multiple times during the scan. This paper explores the feasibility of using normalized mutual information based rigid slice-to-volume registration to correct for misalignments of slice stacks in such images due to differing breath hold positions.

1 Introduction

The slice-to-volume registration application that we address in this paper is the accurate and robust rigid registration of MR cardiac slice stacks obtained from a multi-slice short-axis (SA) acquisition to an image obtained from a 3D volume acquisition. It is not possible to acquire sufficient slices to cover the entire heart in a single breath hold, even by using the latest improvements in acquisition technology such as Steady State Free Precession (SSFP) imaging and sensitivity encoding. These acquisitions typically involve three or more different breath holds. Inconsistencies in the breath hold position can cause misalignment of slices relative to each other. Slice-to-volume registration can correct this misalignment and will produce anatomically more correct images, which, for example, will provide more accurate ventricular function analysis.

2 Purpose

Medical imaging has an important role in the management of patients with heart disease. Cardiac MR is currently the gold standard for the assessment of ventricular function [1]. One of the main challenges with cardiac image acquisition is to account for cardiac motion due to respiration. If this motion is not corrected, it can lead to severe artifacts in the final images. Numerous techniques for motion compensation have been proposed for use with MR acquisitions, including respiratory gating [2] and model based methods [3,4], but poor reproducibility of the respiratory cycle and the complex motion of the heart with respiration [5] means that breath holding is still the most reliable and widely used approach.

In view of the spatial and temporal resolution needed for the standard SSFP imaging of the heart, it is only possible to acquire between 1 and 3 slices in a single breath hold. The most common and important sequence used in cardiac MR are short-axis SSFP stack images, which usually consists of 10-14 parallel slices. This sequence is used to look at global and regional ventricular function. During the acquisition of the SA stack image, the subject is asked to hold their breath multiple times at the same breath hold position. At each breath hold, only a proportion of the image slices are acquired. The major draw back with such a method is that the quality of the multi-slice image volume obtained depends greatly on how consistently a subject can hold his or her breath at the same position. If the position of the heart in the different breath holds is very different, there will be errors introduced when the images are analyzed. Although fast undersampling acquisition techniques [6] have been developed to try to obtain the similar image resolution in a single short breath hold, they have not yet been shown to provide equivalent information, and are not in clinical use.

Recently it has been possible to acquire three-dimensional (3D) SSFP volumes of the heart for 3-7 cardiac phases using a multi-chunk sequence for delineation of cardiac anatomy especially in patients with congenital heart disease. This acquisition is performed in a straight axial plane which allows us to obtain a 3D volume of the heart with good spatial resolution. Using these 3D volumes, we believe that retrospective slice-to-volume registration is capable of correcting for the misalignments caused by differing breath hold positions in the SA stack image which will result in a anatomically more correct image for better analysis, including wall motion and left ventricular volume analysis. This is the first time, to our knowledge, that slice-to-volume registration has been used on human subjects to correct for inconsistencies in the position of breath holds.
3 Materials

We acquired 3 data sets for the experiments in this paper. The first was a high-resolution 3D SSFP MR axial cardiac volume (256x256 pixels, 120 slices, 1.25mmx1.25mm in-plane sampling with 1mm slice thickness, 4 phases, acquired on a Philips Gyroscan Intera 1.5T MR system). The two other data sets were MR multi-slice SA images. (256x256 pixels, 12 slices, 1.25mmx1.25mm in-plane sampling with 8mm slice thickness, 25 phases, acquired on a Philips Gyroscan Intera 1.5T MR system). Of the 12 slices, all pairs of consecutive slices were acquired at different breath holds. One of the two image volumes was motion-free, obtained by asking a cooperative volunteer to hold their breath at approximately the same exhale position for each of the 6 breath holds. This produced 6 stacks (containing two slices per stack) that had good anatomical alignment with respect to each other. The other image volume was a truly misaligned image in which the individual acquisitions are misaligned by asking the volunteer to hold their breath at relatively different exhale positions for each of the 6 breath holds. This image is similar to the image that would be acquired of a patient who has difficulty holding their breath at the same position.

4 Methods and experiments

The accuracy and robustness of rigid slice-to-volume registration was evaluated in two sets of experiments. The aim for both experiments was to correct for misaligned cardiac anatomy in multi-slice SA images by registering stacks of two slices to a high-resolution 3D MR axial cardiac volume using normalised mutual information (NMI) at the end diastolic phase. The experimental procedures carried out will be described for the two sets of experiments.

4.1 Simulation experiment

For this experiment, we simulated a misaligned SA image and tried to recover the misalignment. To do this, we used the motion-free MR multi-slice SA image. The stack positions in this image were used as the gold standard stack position. Regions within the SA image which were not of interest, such as the chest wall and spine were excluded using a coarse manual segmentation. We then artificially misregistered the 6 stacks from the end-diastolic phase image by random amounts to allow us to simulate a subject holding their breath at relatively different positions for each breath hold. To simulate realistic misaligned breath hold positions, the results from a study of the motion of the heart due to respiration [5] were used to limit the misregistration applied. For each of the 6 stacks, 20 random misregistrations constrained by these limits were applied. The simulated misaligned slice stacks were then rigidly registered, using NMI, to the end-diastolic phase image of the high-resolution 3D MR axial cardiac volume to try to recover the applied misregistrations.

By using the end-diastolic phase of the multi-slice SA image and the 3D volume image, the differences in cardiac anatomy due to heart deformation over the cardiac cycle could be ignored allowing us to correct for just the change in position of the heart due to differing breath hold positions using a rigid body transformation.

4.2 Correction of truly misaligned SA images

For this experiment, the 6 stacks from the end-diastolic phase of the misaligned SA image were segmented for the reasons explained above in section 4.1, and rigidly registered separately to the end-diastolic phase image of the 3D volume in order to correct the misalignment of the stacks. Once the rigid body transformations were obtained for each end-diastolic stack, they were used to realign the corresponding misaligned stack in the other 24 phases of the multi-slice SA image.

5 Results

This section presents the evaluation of the accuracy and robustness of slice-to-volume registration for the correction of misaligned SA stacks. A study on how the analysis of the left ventricular volume is affected due to misalignment of the stacks and the improvements made with correction by registration is also included.

5.1 Simulation experiment

Visual inspection of the motion-free multi-slice acquisition indicated that the 6 different stacks were well aligned. To validate the accuracy and robustness of the simulated experiment, the mean imaged patient voxel displace-
(MIPVD) was used to determine how well the registration recovered the 20 misregistrations for each of the 6 stacks. The MIPVD is the mean of the Euclidian distances of each voxel centre position transformed by the registration transformation, and a gold standard transformation. The 6 stack positions of the motion-free MR multi-slice SA image were used as a gold standard. The mean, minimum, and maximum MIPVD for each of the 6 stacks before and after registration are shown in table 1.

<table>
<thead>
<tr>
<th>Stack number</th>
<th>Mean</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.99</td>
<td>1.83</td>
<td>11.45</td>
<td>2.21</td>
<td>1.68</td>
<td>2.41</td>
</tr>
<tr>
<td>2</td>
<td>6.99</td>
<td>1.85</td>
<td>11.40</td>
<td>2.10</td>
<td>1.63</td>
<td>3.29</td>
</tr>
<tr>
<td>3</td>
<td>7.01</td>
<td>1.82</td>
<td>11.52</td>
<td>1.58</td>
<td>1.27</td>
<td>2.05</td>
</tr>
<tr>
<td>4</td>
<td>7.01</td>
<td>1.83</td>
<td>11.49</td>
<td>1.26</td>
<td>0.82</td>
<td>2.02</td>
</tr>
<tr>
<td>5</td>
<td>7.03</td>
<td>1.81</td>
<td>11.59</td>
<td>1.11</td>
<td>0.88</td>
<td>1.46</td>
</tr>
<tr>
<td>6</td>
<td>7.03</td>
<td>1.80</td>
<td>11.65</td>
<td>1.12</td>
<td>0.89</td>
<td>1.28</td>
</tr>
</tbody>
</table>

Table 1: The mean, minimum, and maximum MIPVD before and after registration recovered the 20 artificial misregistrations, for each of the 6 stacks of the motion-free multi-slice SA end-diastolic image.

The results in table 1 indicate that slice-to-volume registration is sufficiently robust and accurate within sub-voxel accuracy to be able to recover the expected misalignments of the slice stack position in a realistic situation.

5.2 Correction of truly misaligned SA images

To determine how accurately slice-to-volume registration has corrected the misalignment of the 6 stacks in the misaligned SA image, we visually compared the alignment of the left ventricular wall before and after registration to the left ventricular anatomy obtained for the motion-free SA image. Figure 1 shows a visualization of these segmentations for cardiac phase 14.

Figure 1: Visualization of the left ventricular wall from the motion-free SA image, the misaligned SA image before and after registration, respectively, for cardiac phase 14. The different colours/grey values represent the 6 stacks acquired at different breath holds.

Figure 2: Columns 1 and 2 show motion-free and misaligned short axis slices (slice 6) of the heart for cardiac phase 14. Column 3 shows the difference image between the motion-free and misaligned SA slice before registration, and column 4 shows the difference image between the motion-free and misaligned slice after registration.

From figure 1, it can be seen that the wall of the left ventricle (LV) in the motion-free SA image is a good representation of the ventricular anatomy whereas the wall of the LV of the misaligned SA image before registration shows significant displacement due to misregistration. The wall of the LV of the misaligned SA image after regis-
tration depicts a smoother ventricular surface, very much like the left ventricular surface obtained from the motion-free image. To confirm how well the registration performed, slices of the motion-free SA image were compared, by means of difference images, to the corresponding slice positions of the misaligned SA image before and after registration, for all 25 cardiac phases (see figure 2 for difference images of slice 6, phase 14).

From figure 2, it can be seen that the registration has successfully corrected the stacks of the misaligned image, producing an anatomically more correct image within the region of the heart. To confirm this, the sum of squared differences (SSD) of the motion-free SA image and the misaligned SA image before and after registration was calculated for each of the 25 phases within the area of the heart. The SSD of the motion-free SA image and the misaligned SA image after registration is, on average, 43.5% less than the SSD of the motion-free SA image and the misaligned SA image before registration. This implies that the misaligned SA image after registration is more similar than the misaligned SA image before registration when compared to the motion-free SA image.

5.3 Left ventricular volume analysis

We assessed the accuracy of ventricular function measures calculated from the misaligned slices, and from the same slices after slice-to-volume registration. In both cases, we compared their result to the ventricular function measurements from the motion-free acquisition. On average, the misaligned volume deviates from the motion-free volume by 3.2ml whereas the realigned volume only deviates by 1.5ml. This is further confirmation that the slice-to-volume registration has sufficiently recovered the misalignment due to differing breath hold positions.

6 Conclusions and discussion

We have shown that the accuracy of slice-to-volume registration is sufficient to use this method to realign misaligned multi-slice SA cardiac stacks for improved visualization, as seen in section 5.2, and more accurate LV volume analysis, as shown in section 5.3. Furthermore, we have shown, with the use of a simulation experiment that the registration algorithm is sufficiently robust to recover typical movements expected in misaligned slice stack positions. Such improvements will be beneficial for diagnosis and treatment planning for historic data as well as for data acquired when the patient is unable to hold their breath at a consistent position.

At present, the 3D SSFP volume is also acquired in multiple breath holds. It is therefore vital that the breath hold positions of this image are consistent. An expert cardiologist verified the 3D volume that we have used in these experiments to be well aligned by visual inspection. Inconsistencies in the alignment of the volume could have dramatic effects on the accuracy of the slice-to-volume registration algorithm. For this reason, future work will investigate whether similar registration accuracy and robustness can be obtained when the 3D SSFP volume is replaced by a 3D volume which can be acquired in a single breath hold, such as a 3D k-t BLAST volume [6].
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A Coupled Active Contour Model for Myocardial Tracking in Contrast Echocardiography
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Abstract. Contrast echocardiography has been proposed as an indicator of myocardial perfusion in a non-invasive way. Reperfusion curves can be obtained by destroying all the microbubbles using an ultrasound pulse with high mechanical index and acquiring images during the reperfusion process. Quantitative parameters describing the process can be obtained from the curves. To analyze the complete myocardium, we propose a method for the simultaneous segmentation and tracking of endocardium and epicardium in myocardial contrast echocardiography sequences. The model consists of two active contours, guided by optical flow estimates. The evolutions of the two contours are coupled geometrically using a novel scheme that imposes stability in wall thickness, to deal with low contrast regions in the epicardial contour. Both a closed and an open model have been designed, to account for the different acquisition views used routinely. The model has been evaluated with experimental and clinical sequences, comparing the results with manual segmentations carried out by an expert.

1 Introduction

Myocardial contrast echocardiography (MCE), due to its ability to assess microvascular integrity, has been shown to provide markers of successful reperfusion of acute myocardial infarction [1]. Viability of the myocardium is estimated by the degree of myocardial opacification following contrast injection. A method for obtaining quantitative parameters of the reperfusion process consists in destroying the contrast microbubbles with an ultrasound pulse of high energy (high mechanical index) and acquiring images continuously during the reperfusion process. It is thus possible to obtain the wash-in curve showing the refilling of the region after the destruction of the microbubbles [2]. The segmentation and time tracking of the complete myocardium in sequences acquired with a real-time acquisition would allow to analyze simultaneously wall motion and perfusion of all myocardial segments. To achieve this task, Caiani et al. [3] have proposed a method for segmenting each frame separately. The endocardium is segmented interactively in every frame of the sequence and the epicardium is obtained by dilating the edge of the endocardium a fixed width. Garcia et al. [4] have evaluated a snake model combined with an active shape model to segment four-chamber views. A previous segmentation of a high number of images is required to train the model, with the intrinsic drawback that the model allows to segment only sequences acquired in a specific view. In this work we propose the use of two active contours related by a novel coupling scheme to simultaneously segment endocardium and epicardium. A motion estimation step is incorporated to track the contours between frames.

2 Active contour model

Each active contour is represented as a discrete set of points or snaxels \{\(v_1, v_2, ..., v_n\)\} with \(v_i = (x_i, y_i)\) [5], and the energy of the contour is defined as:

\[
e = \int_0^1 \left( \varepsilon_{\text{int}}(v(s)) + \varepsilon_{\text{ima}}(v(s)) + \varepsilon_{\text{const}}(v(s)) \right) ds
\]

where \(\varepsilon_{\text{int}}\) is the internal energy, dependent on the shape of the contour, \(\varepsilon_{\text{ima}}\) is the image dependent energy, and \(\varepsilon_{\text{const}}\) represents the external constraints imposed by the user.

Two coupled active contours are used in our model, to segment the endocardium and the epicardium, respectively. The evolutions of the two curves are coupled using geometric constraints. To segment a complete sequence, only an initialization of both curves in the first frame is required. The user marks several points, and the initial contours are interpolated from these points using a B-spline curve. An evolution of the curves is then carried out to adjust the curves to image gradients. In the remaining frames, segmentation is carried out in two
stages. To compensate inter-frame displacement a first evolution is performed, based on motion estimation. A second evolution is then performed on each snake using the gradient as image energy, with distance restrictions between snakes to correct the evolution on regions of the image with low gradient.

To be able to deal with sequences acquired either in short axis views or in apical two-chamber and four-chamber views, we have designed a closed model and an open one. In the closed model the first and last points are linked together. In the open model, the first and last points of the curve only have one neighbour each. Definition of curvature and distance energies in these cases is not straightforward [5]. We set the curvature energy, \( \varepsilon_{\text{curvature}} = 0 \) in both ends, so the end points tend to follow their neighbours.

2.1 Internal energy

In our model, the internal energy is the addition of two terms. The first one is a curvature energy, based on the second derivative. The second term is an energy aimed at distributing snaxels uniformly along the contour. The external energy is based on the gradient of a diffusion-filtered version of the image. We have used a simple gradient based on finite differences. The energy is computed as the inverse of the gradient value.

2.2 Distance constraints

Some parts of the epicardium show a low gradient or no gradient at all due to blooming or other artefacts in the acquisition process. On these regions, an evolution of the curve based only on the gradient of the image would lead to incorrect results. The endocardium, on the contrary, is usually well depicted due to the high intensity of contrast in the cavity. We assume that the segmentation of the endocardium based only on the gradient is correct, and introduce a distance constraint, modeled as two coupling energies between the curves.

To implement this coupling, we define two distance-based energies, denoted as hard distance constraint and soft distance constraint. The hard constraint, applied to both inner and outer curves, imposes a maximum and a minimum distance between both curves, similar to that proposed by Zeng [6] for segmenting the brain cortex. When the distance between the curves is outside the allowed distance range, the energy has a very high constant value. The distance was defined based on previous manual segmentations and similar constraints proposed in the literature.

The soft constraint, applied only to the evolution of the outer curve, is a novel coupling scheme. It aims at preserving the mean distance between curves in regions with low gradients. A weighted mean distance between the curves is computed, weighting the distance of each snaxel by the value of the image gradient at that point:

\[
\bar{d}_i = \frac{1}{N} \sum_{k=1}^{N} g_i d(v_i, C_j)
\]  

(2)

The energy of every snaxel is then computed as follows:

\[
\varepsilon_{\text{dist}} = d(v_i, C_j) - \bar{d}_i
\]  

(3)

This distance energy is again weighted by the value of the gradient at every snaxel, so that the contribution of this energy is low in points with a high gradient value.

Figure 1 shows the effect of the soft constraint based on mean distance. On the left, the result of the evolution without this constraint is shown. On the right, the result with the constraint is presented. As can be observed, sections of the curve with a high gradient are not affected, while the result is corrected in sections with gradient dropouts.

2.3 Motion energy

To take advantage of temporal information and make the segmentation more efficient, we define a motion energy based on inter-frame displacement estimation. As reported in [7] we tested several optical flow methods to track regions of interests in contrast echocardiography sequences. The best results were obtained with the method proposed by Lucas and Kanade [8].

A multiscale version of the algorithm was designed, using a four-level Gaussian pyramid to capture large displacements without a major increase in computational load. The displacement is first computed at the lowest resolution. The algorithm is then applied at higher levels, starting from the displacements obtained in the previous level.
Once we have obtained a displacement for every control point, the energy at each point of the neighbourhood is defined as the distance in pixels to the displaced point. Internal energies are also taken into account. The compete model is thus:

\[
\varepsilon = \int_0^1 (\alpha \varepsilon_{\text{mot}}(v(s)) + \beta \varepsilon_{\text{int}}(v(s)) + \gamma \varepsilon_{\text{cons}}(v(s))) \, ds
\]

(4)

where \( \varepsilon_{\text{mot}} \) represents motion energy. In all experiments, the parameters used were \( \alpha = 1.0, \beta = 0.6, \gamma = 0.8 \).

Fig 1. Result of curve evolution without distance constraints (left) and including the constraints (right)

3 Experiments and Results

For evaluating the closed model, six short axis sequences acquired from pigs during experimental surgery were used, with a total of 221 images. The open model was tested on 181 images from 6 sequences, obtained in clinical routine from 6 different patients. Three of the sequences were two chamber views and three were four chamber views. Images were acquired with Contrast Pulse Sequencing (CPS), a real-time acquisition method with an Acuson Sequoia (Acuson-Siemens) scanner. All the images were manually segmented by an expert observer, and by the automatic model. To compare both segmentations, two parameters were obtained: mean distance between curves and Hausdorff distance (maximum distance from a point of a curve to the other curve). For the close model, the degree of overlap between segmented surfaces was also computed. The results are summarized in table 1 (closed model) and table 2 (open model). Examples of the segmentation of two frames are shown in figure 2.

The proposed algorithm achieved good results both in endocardium and epicardium. Differences with manual segmentation results are larger in the epicardium, due to the lack of information in that part of the image. Results are similar to those presented by [4], but their model required a priori training by manual segmentation of a high number of images.

<table>
<thead>
<tr>
<th></th>
<th>Degree of overlap</th>
<th>Mean distance (mm)</th>
<th>Hausdorff distance (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Endocardium</td>
<td>97.7 % ± 0.12 %</td>
<td>1.46 ± 0.70</td>
<td>2.34 ± 1.54</td>
</tr>
<tr>
<td>Epicardium</td>
<td>94.5 % ± 2.11 %</td>
<td>1.87 ± 0.63</td>
<td>3.21 ± 1.97</td>
</tr>
</tbody>
</table>

Table 1. Comparison between manual and automatic segmentation results for the closed model
<table>
<thead>
<tr>
<th></th>
<th>Mean distance (mm)</th>
<th>Hausdorff distance (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Endocardium</td>
<td>1.33 ± 0.69</td>
<td>3.23 ± 2.01</td>
</tr>
<tr>
<td>Epicardium</td>
<td>1.75 ± 0.82</td>
<td>3.91 ± 2.52</td>
</tr>
</tbody>
</table>

Table 2. Comparison between manual and automatic segmentation results for the open model

Figure 2. Comparison between automatic and manual segmentations. Automatic (a) and manual segmentation (b) of a short axis frame. Automatic (c) and manual segmentation (d) of a four chamber view frame.

4 Discussion and Conclusion

We have proposed a model consisting of two coupled active contours. Our model is automatic, except for the definition of the myocardium by the user in the first image. The advantage with respect to previous proposals is that it does not require a training of the model, avoiding the need of time-consuming expert interaction and making it more general, allowing to segment sequences acquired in different views. Another advantage is the inclusion of an optical flow stage to compensate for motion between frames, which allows for an efficient tracking even in sequences acquired with a low frame rate. When there is no other information (lack of image contrast), the method makes the assumption of uniform myocardial thickness in each frame. This may not be correct in some pathological cases, in which some segments may have a reduced thickness. No other a priori information is needed.
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Detection of Perfusion Defects using a Spatio-Temporal Analysis of Contrast Ultrasound Image Sequences

Quentin R Williams† and J Alison Noble‡

†Medical Vision Laboratory, University of Oxford, {quentin, noble}@robots.ox.ac.uk

Abstract. Tissue perfusion imaging is becoming an increasingly employed method to assess internal organ blood supply and flow in clinical applications. Reports on the clinical implementation of contrast echocardiography for perfusion imaging and quantitative measurement have increased dramatically of late, due to the accessibility and non-invasiveness of ultrasound. This paper describes a method that identifies different areas of perfusion in a contrast ultrasound perfusion study, providing regionalised maps of tissue perfusion. Pixels in an image sequence are automatically classified into different classes, using a Bayesian Factor Analysis Model set in a Markov Random Field framework; utilising both the temporal and spatial characteristics of the pixels for classification. The purpose of this study was to implement and evaluate this method in a myocardial perfusion clinical setup. Results on multiple in-vivo datasets are presented indicating good agreement with expert analysis and angiogram tests, showing how this method can be used to identify normal and abnormal perfused tissue.

1 Introduction

The evaluation of tissue perfusion in various parenchymatous organs is important in the diagnosis and determination of the severity of ischemic disease. The ability to measure internal organ blood supply and flow in-vivo allows the assessment of tissue viability and the analysis of disease state in various organs like the heart, liver and kidneys. Tissue perfusion has been traditionally analysed by nuclear medicine imaging procedures, like T1-SPECT, which measure cell membrane integrity, or more recently by PET-FDG, which shows metabolism and blood flow rates, but limitations of these techniques include low spatial resolution and the use of ionising radiation.

The availability, low-cost and non-invasiveness of contrast-echocardiography have fostered an increasing interest in the use of this modality to provide an accurate diagnosis of tissue perfusion. Both quantitative and qualitative measurements of tissue perfusion can be made by injecting a contrast agent (microbubbles) intravenously and then imaging the changes in signal intensity as the contrast agent makes its pass through the organ. The contrast agents submerged in blood, increase the echo-backscatter of perfused tissues and blood pool in cavities, and are ideal as they remain intravascular and have a particle size similar to red blood cells [1]. This allows for better visualisation of blood flow information and regional perfusion. While doctors have so far relied on subjective visual inspection, techniques have been developed to extract information from the contrast-enhanced studies. These are mostly based on the ‘negative bolus indicator dilution technique’ introduced by Wei et al. [2]. After a high power ultrasound induced destruction of microbubbles; their replenishment is assessed during a constant venous infusion of a contrast agent. The replenishment (wash-in) curves, showing the refilling of microbubbles, are then fitted to an exponential function: \( y = A(1-e^{-\beta}) \), to extract parameters involving the mean microbubble velocity (\( \beta \)) and tissue blood volume (\( A \)). The quantification is then used to assist the physician in his/her interpretation of the study. Other semi-quantitative ROI approaches include depicting the parameters on a pixel-by-pixel basis [5]; using frequency domain analysis to quantify blood flow and transit time [3]; or the use of a calibration method with mean pixel intensities to differentiate tissue segments into akinetic and kinetic regions [4]. These pixel-based techniques all suffer from ad hoc smoothing in space and time, and the loss of temporal information that is available by analysing the correlation between pixels.

The purpose of this paper is to show how a statistical method can be used to identify different areas of perfusion in a contrast ultrasound perfusion study. Pixels in an image sequence are automatically classified into different classes, by analysing their distinct temporal relationships. Using a Bayesian Factor Analysis (BFA) model and incorporating spatial information through a Markov Random Field, different regions of tissue perfusion are identified (whether normal or abnormal) and the nature and structure of the tissue perfusion can be examined. This can aid in the recognition of tissue regions with abnormal blood flow as well as its spatial extent, as is shown with a few clinical examples. This BFA-MRF algorithm will be presented at the International Conference on Medical Image Computing and Computer Assisted Intervention (MICCAI) 2004. In this paper however the method have been extended to allow for better initialisation and tested on clinical datasets. The BFA-MRF algorithm is summarised in section 2, with the results presented and discussed in sections 3 and 4.
2 Methods

2.1 Bayesian Factor Analysis using a Markov Random Field prior model

A novel spatio-temporal technique is presented to assess tissue perfusion by automatically classifying the ultrasound images into different regions of perfusion. This is done in a global manner by analysing the temporal pattern of relationships between pixels, using a Bayesian Factor Analysis model, and incorporating spatial information through a Markov Random Field. Briefly, this method treats the classification as a statistical problem, which involves assigning to each pixel a class label taking a value from the set \( L = \{1,2,\ldots,n\} \), where each pixel is indexed by a two-dimensional rectangular lattice \( S = \{1,2,\ldots,n\} \) and characterised by a \( p \)-variate vector of intensity values \( y_i = (y_{i1},\ldots,y_{ip}) \), \( i \in S \). In this case each observation vector \( y_i \) represents an intensity-time curve for a single pixel location. The problem of classification is then to estimate the true but unknown labeling configuration, \( x^* \), given the observed intensity time vectors, \( Y^* = (y_1,\ldots,y_n) \). In particular, the maximum a posteriori (MAP) estimate of \( x \) is used:

\[
\hat{x} = \arg\max_{x \in X} \{ P(Y | x)P(x) \}. \tag{1}
\]

The right-hand side of the above equation contains two parts: \( P(Y | x) \) and \( P(x) \), which are defined as a Bayesian Factor Analysis likelihood distribution and a Markov Random Field prior distribution, respectively. What remains is the estimation of the parameters of these two distribution functions, where the BFA model is constructed as a generative latent variable model,

\[
(y_i | \mu, \Lambda, f_i) = \mu + \Lambda f_i + \epsilon_i, \tag{2}
\]

for each observation vector \( y_i \) (\( i=1,\ldots,n \)), where \( \mu \) is the overall population mean, \( \Lambda \) is a matrix of constants called the factor loading matrix; \( f_i = (f_{i1},\ldots,f_{ip}) \), \( i \in L \), is the factor score vector for pixel \( i \); and the \( \epsilon_i \)'s are assumed to be mutually uncorrelated and Normally distributed \( N(0,\Psi) \) variables. Since the parameters \( \mu, \Lambda \), the \( f_i \)'s, and \( \Psi \) are all unobservable, a Normal likelihood distribution for each \( y_i \) is assumed, and written as:

\[
p(y_i | \mu, \Lambda, f_i, \Psi) = (2\pi)^{-\frac{p}{2}}|\Psi|^{-\frac{1}{2}} e^{-\frac{1}{2}(y_i - \mu - \Lambda f_i)'\Psi^{-1}(y_i - \mu - \Lambda f_i)}. \tag{3}
\]

The probability of an MRF realisation, \( x \), is given by the Gibbs distribution:

\[
P(x) = Z^{-1} e^{-(\omega U(x))}, \tag{4}
\]

where

\[
U(x) = \sum_{c \in C} V_c(x), \tag{5}
\]

is the energy function which is a sum of clique potentials \( V_c(x) \) over all possible cliques \( C \). \( Z \) is a normalisation term and \( \omega \) is a positive constant which controls the size of clustering.

The novelty of this particular algorithm stems from the way it interlinks the factor scores in the BFA model to the prior probability of the MRF model. The factor score vector indicates how much an observation belongs to a hidden factor (or class) is equivalent to the posterior probability of the class label. For every \( l \in L \) and \( i \in S \)

\[
f_{il} = P(y_i | l)P(x_i = l). \tag{6}
\]

Using the prior probability and the likelihood function with respect to \( x_i \) and \( f_{il} \) gives

\[
f_{il} = Z^{-1} e^{-(\omega U(x_i))} \times (2\pi)^{-\frac{p}{2}}|\Psi|^{-\frac{1}{2}} e^{-\frac{1}{2}(y_i - \mu - \Lambda f_i)'\Psi^{-1}(y_i - \mu - \Lambda f_i)}. \tag{7}
\]

Therefore the posterior probability values obtained through the MRF-MAP classification can directly be used as the factor scores. Thus, the strategy underlying this algorithm can be summarised as follows: (1) Estimate the labelling configuration, \( \hat{x} \), using the current estimate of the parameters; (2) use it to specify the factor scores
matrix, \( F \); (3) and then estimate the new values for the parameters, \( \mu \), \( \Lambda \), and \( \Psi \). These steps are iteratively repeated until suitable convergence is reached.

### 2.2 Experimental Methodology

The BFA-MRF algorithm was initiated with a tree-structure K-means (TSKM) initial segmentation and implemented in a multi-scale framework to improve convergence. The method was tested on clinical datasets all obtained during a constant venous infusion of the SonoVue\textsuperscript{®} (Bracco International B-V) contrast agent. The ultrasound was imaged with the Power Pulse Inversion technique described in [1], and image sequences were ECG-triggered to keep only the end-systolic (end of T-wave) frames. Three datasets were used in the study: (1) A 2-chamber apical view of a healthy patient; (2) the rest and stress images in a 4-chamber apical view of a patient with a reversible apical defect as well as (3) the 3-chamber apical view of the same patient. The datasets were all graded as “good” quality by a cardiologist, and each image sequence consisted of 13 gated frames. A colour-coded classification image, (see Figure 1) along with the mean intensity-time profiles of each class was produced and compared with visual analysis from an expert. In the case of datasets (2) and (3) above, the results were also compared with analysis from an angiogram test. The parametric method described in [2] was applied to the 3-chamber view and compared with results from the BFA-MRF algorithm.

### 3 Results

Figure 1. Dataset of healthy volunteer: a) Constant venous infusion of contrast agent. b) high power frame to destroy the microbubbles. c) and d) 1st and 5th frame after destruction (low power). e) Classification obtained showing 2 different types of perfusion present.

Figure 2. Frames 1, 3 and 12 of the 4-chamber stress image sequence and the classification result.

Figure 1 shows four frames taken from the dataset of the healthy volunteer depicting the replenishment of the contrast agents in subsequent frames. The classification map indicates that there are two perfusion classes present; (1) the whole myocardium operating with normal perfusion (grey) and (2) The cavity (black) which stays at a constant intensity level throughout the sequence. Figure 2 shows the 1\textsuperscript{st}, 3\textsuperscript{rd} and 12\textsuperscript{th} frames of the 4 chamber stress image sequence, as well as the classification result. Three distinct classes were found: (1) The cavity (black), (2) a region of normal perfusion (white) and (3) abnormal perfusion (grey). Normal and abnormal perfusion are distinguished using the mean intensity-time profiles, as can be seen in Figure 3. In the abnormal case it takes longer to reach its final intensity value, indicating a lower blood velocity, while the final intensity is also lower than in the normal case, resulting from an inferior blood volume in the abnormal myocardium segment. These results agreed well with the angiogram of the patient which showed a subtotal occluded branch of the Left anterior descending coronary artery (LAD) as seen in the apex of the classification image, and a branch of the Left Circumflex Coronary Artery (LCX) which had a 95% stenosis, as seen in the lateral wall of the classification image. In all of the cases the classification obtained from the BFA-MRF method agreed with visual inspection from an expert; as well as analysis using the parametric method and the angiogram tests.
4 Discussion

This paper has shown how both the spatial and temporal characteristics of the pixels can be incorporated into a single statistical model for classification, which automatically identifies different types of perfusion. By plotting the mean intensity-time profiles of each class, showing the flow of the contrast agent through the section; alongside the colour-coded classification map, it was shown that the method can clearly distinguish between normal and abnormal perfused regions in the myocardium. In this manner regionalised maps of tissue perfusion are provided showing the spatial extent of each region. Other dynamic parameters, like the blood velocity and blood volume can also be obtained from the intensity-time profiles if necessary. The ultimate goal for contrast perfusion imaging is to define the area of tissue infarction and perfusion deficit, and to identify any ischemic tissue that can be salvaged by medical or surgical therapy. Although the BFA-MRF method has only been tested on a small number of cases, the preliminary results on in-vivo data are encouraging, showing agreement with expert analysis as well as other current methods in use. It is important to note that all of the data used in this paper were of “good” quality. A validation study testing the algorithm over a range of clinical datasets is currently underway which should provide more rigorous analysis of the clinical practicability of this method. Other issues to consider are alignment of the images within a sequence which should improve classification results. In the examples in this paper the images were ECG-triggered, but this alone does not completely remove misalignment errors and an extra image-registration step might be considered.

Easy and accessible, contrast echocardiography perfusion imaging is more appealing for routine clinical examinations than nuclear imaging techniques. Research regarding its accuracy and clinical viability is still needed, but early work has shown that this technique can aid the clinician in the diagnosis and assessment of diseased tissues.
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Abstract. Patients suffering from ischemic left ventricular dysfunction but with viable myocardium may recover contractile function after revascularisation. The accurate identification of viable myocardium is important for guiding the subsequent treatment and establishing its prognosis. Late enhancement CMR with Gd-DTPA can depict necrotic or fibrosed areas after myocardial infarction, permitting discrimination between subendocardial and transmural defects [1]. This paper presents an automatic method for segmenting infarcted and non-infarcted regions with 3D multi-slice late gadolinium enhancement CMR. Validation of the method was performed on data acquired from 10 patients, showing similar delineation accuracy to that of an experienced observer, but having the advantage of no inter- and intra-observer variability.

1 Introduction

Restricted coronary blood supply can lead to left ventricular dysfunction in patients with ischemic heart disease. Cell death occurring within the affected myocardium can further cause irreversible injury, thus resulting in myocardial infarction. Otherwise, the myocardium may remain in a viable state, from which it can recover its contractile function after revascularisation. For the management of ischaemic heart disease, it is important to accurately distinguish between viable and infarcted regions of myocardium. There is evidence that nonviable myocardium should not be revascularised, as this will not improve systolic function, and may pose a greater mortality risk than alternative therapy [2,3].

Late enhancement MR is a recent technique that has the potential of accurately identifying nonviable regions of the myocardium. Supporting evidence from animal studies shows that the size and shape of the regions exhibiting hyper-enhancement correspond well to that of necrotic tissue identified in histological images [1,4]. The ability to assess the extent of infarction in late enhancement images has been shown to have promising clinical applications, particularly in differentiating the underlying causes of heart failure [5] and performing clinical risk assessment [6]. It may also be possible to combine the assessment of late enhancement with cine MRI and first-pass myocardial perfusion imaging to accurately differentiate between regions of healthy myocardium, injured but viable myocardium and infarcted tissue, making way for further clinical applications.

Thus far, existing studies have mainly relied on the quantification of the degree of hyper-enhancement by performing manual delineation. These methods can be time consuming and usually result in significant inter-observer variability. An automatic method is therefore of great importance to obtain accurate and consistent quantification of late enhancement. Current research based on supervised classification such as support vector machines [7] has given encouraging classification results, the purpose of this paper is to provide an unsupervised alternative that is simple and efficient to use. Validation of the method is performed on data acquired from 10 patients, demonstrating similar delineation accuracy to that of an experienced observer.

2 Method

2.1 Image Acquisition

For this study, 10 patients suffering from ischemic heart disease with previous myocardial infarction were recruited with informed consent. All subjects were imaged in supine position on a Siemens Sonata 1.5T scanner (Siemens, Erlangen, Germany). A bolus of gadolinium-DTPA 0.1 mmol/kg (Magnevist, Schering, Berlin, Germany) was given intravenously. Fifteen minutes later, late enhancement images were obtained as follows. A standard ECG-gated FLASH-IR sequence was used with a slice thickness of 8 mm, 2mm gap. The inversion time between 400 and 480 ms was chosen to null non-enhancing myocardium. Imaging planes were chosen along the
two long axes of the heart (four-chamber and two-chamber). A stack of short axis images, typically with 7-9 slices, was acquired spanning the ventricles from atrio-ventricular groove to the apex.

2.2 Region Classification

With late enhancement MR, due to the time delay after the intravenous administration of Gd-DTPA, the agent is washed out of the healthy myocardium and partially filtered out of the bloodstream passing through the liver. From the acquired images the infarcted regions may be distinguished by their delayed but sustained enhancement relative to the healthy myocardium. This continued enhancement is due to the reduced rate at which blood diffuses to and from the necrotic or fibrosed myocardial tissue. In order to segment the hyper-enhanced myocardial tissue, we make use of the intensity histogram to automatically determine an optimal threshold. The intensity distribution within the myocardium will exhibit two distinct clusters, one at a lower level for the viable myocardium and another at high intensity for the areas of infarct. To model this, the Finite Gaussian Mixture Model [8] is used.

Let us denote each component of a Gaussian mixture model as \( g_i(x/\theta_i) \) where \( \theta_i \) represents the parameters of the component \( g_i \) and \( x \) is the intensity value. Let there be a total of \( G \) components in the model. The Gaussian mixture density can be defined as:

\[
p_g(x/c, \theta) = \sum_{i=1}^{G} c_i g_i(x/\theta_i)
\]

where \( c = (c_1, c_2, \ldots, c_G) \) is a vector of mixing weights, such that:

\[
\sum_{i=1}^{G} c_i = 1
\]

The Gaussian component is defined as:

\[
g_i(x/\theta_i) = \frac{1}{\sqrt{2\pi}\sigma_i} \exp \left( -\frac{(x-\mu_i)^2}{2\sigma_i^2} \right)
\]

where \( \theta_i = (\mu_i, \sigma_i) \), \( \mu_i \) is the mean and \( \sigma_i \) is the standard deviation. In our study, the number of Gaussian components is 2, i.e., \( G = 2 \).

Using the intensity histogram \( h(x) \) calculated from an image, the parameters \( c \) and \( \theta \) of the Gaussian mixture can be determined by the following recurrent equations, which are derived from the EM algorithm [9].

\[
p_i(x) = \frac{c_i^{old} g_i(x/\mu_i^{old}, \sigma_i^{old})}{\sum_{k=1}^{G} c_k^{old} g_k(x/\mu_k^{old}, \sigma_k^{old})}
\]

\[
\begin{align*}
c_i^{new} &= \frac{\sum_{x} h(x)p_i(x)}{\sum_{x} h(x)} \\
\mu_i^{new} &= \frac{\sum_{x} h(x)p_i(x)x}{\sum_{x} h(x)p_i(x)}
\end{align*}
\]
With two Gaussian distributions for the representation of intensity values in normal and infarcted regions, we can determine the optimal threshold level for segmentation. In our study, the optimal threshold value is the intersection point of the two Gaussians, which is calculated analytically. In a final post-processing step, morphological operators [10] were introduced to eliminate isolated enhanced pixels.

3 Results

Validation of the proposed technique was performed on 79 short axis slices, obtained from the 10 subjects involved in this study. An experienced observer provided manual classifications, with a delineation of the myocardial borders and two separate delineations of the enhanced regions applied to each image. Figure 1 shows late enhancement images acquired from one of the patients studied, illustrating the regions of enhancement delineated manually by an expert and the corresponding automatically detected areas.

![Figure 1](image_url)

**Figure 1.** (a) The original acquired late enhancement images, (b) regions of automatically detected enhancement with the proposed technique, and (c) regions of enhancement delineated by an expert.

To assess overall correspondence of the manual and automatic delineation methods, the area of enhancement was calculated for each image, both as an absolute quantity and as a percentage of the total myocardial volume. The resulting measurements for the automatic method were compared to both of the manual classifications. Similar comparisons were also made between the two manual classifications, allowing the degree of intra-observer variability to be evaluated. These results are summarised in Table 1. To allow quantitative assessment, the percentage transmural hyper-enhancement is also represented in a bull’s-eye plot, showing the 3D distribution of the affected myocardium from base to the apex, as shown in Figure 2. In this figure, the corresponding 3D visualisation is also provided as a reference.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Area of enhancement</td>
<td>0.944477</td>
<td>0.886718</td>
<td>0.911682</td>
</tr>
<tr>
<td>Percentage enhancement</td>
<td>0.938046</td>
<td>0.858825</td>
<td>0.904832</td>
</tr>
</tbody>
</table>

Table 1. Correlation ratio between manual and automatic delineation methods
4 Discussion and Conclusion

We have presented an automatic technique for the classification of late-enhancement gadolinium MR images. The proposed method has the advantage over other techniques in that the classification is fully automatic, and does not involve training data sets. Being an unsupervised classification method, the technique can be reliably generalised to data from different scanners with varying sequence parameters. The results obtained in this study indicate that the accuracy of the proposed automatic method is comparable to that of manual classification. It is worth noting that for this study, no explicit contextual information is incorporated into the classification process.

It has been observed that in general the transmural progression of the infarcted regions starts from endocardial segments, which can be incorporated into the current segmentation framework to further enhance the classification accuracy. Furthermore, for apical slices, use of the transverse imaging plane involves a large partial volume effect, and for reliable segmentation it is best to combine both short and long axis images. Nevertheless, the method presented here demonstrates a simple and practical way of obtaining reliable quantification of late-enhancement gadolinium MR.
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Abstract. A feature space based on gradient magnitude and intensity information has previously been used to identify regions of pure material, Partial Volume (PV) voxels or boundary regions in 2-D images. However, biomedical images are often acquired with a 3-D acquisition process, for example MRI, PET and CT. This work therefore illustrates that a feature space based on 3-D gradient magnitude and intensity information improves the classification performance for 3-D imaging data over gradient magnitude methods that only use 2-D information. Equations that model the Probability Distribution Function (PDF) of 3-D gradient magnitude for volumetric 3-D imaging data are also presented.

1. Introduction

The Partial Volume (PV) effect is a well-known digital imaging artefact, typically associated with Magnetic Resonance Imaging (MRI) data [1,2]. In particular, neurological MRI data has been shown to contain a significant population of PV voxels [3]. A PV voxel can be described as a sample representing more than one tissue component due to the finite sampling resolution in the image acquisition process. Therefore image analysis methods that attempt to quantify a particular tissue component or material in an MRI data space should consider the PV effect. The performance of probabilistic classification algorithms can be improved with a feature space designed to separate the tissue component classes. It is often found that MRI tissue classes possess significant overlap in one-dimensional (1-D) intensity space. MRI data can also be acquired with multiple imaging sequences resulting in a higher dimensional feature space. Such multiple imaging sequences can produce better separation of the tissue component classes. However, these may not always be available and therefore alternative feature axes are necessary to provide better inter-class separation. Consequently, an easily obtained second feature is the gradient magnitude, which can be used to identify pixels in 2-D data with a high likelihood of belonging to an edge pixel (edgels) [4]. Concomitantly, non-edgels are usually modelled for the 2-D case with a Rayleigh PDF [5-9]:

\[ p_{\text{Rayleigh}}(z) = \frac{z}{\sigma_{\text{Ray}}^2} \exp\left(-\frac{z^2}{2\sigma_{\text{Ray}}^2}\right). \]  

PDFs (1) and (2) were then combined in [8], with Gaussian distributions (to model pure tissue intensity classes) and Gaussian distributions convolved with triangles (to model PV voxels) within a Bayesian classifier framework. The work presented here, extends the approach taken in [8] from modelling the 2-D gradient magnitude PDFs to modelling 3-D gradient magnitude PDFs in order to improve the classification performance for data acquired in 3-Ds.

2. Methodology

In common with the intensity model used in [8,11], pure tissue regions for tissue class, \( j \), are modelled as a Gaussian distribution, \( p_i(g_j) \), with a mean, \( \mu_j \) and a standard deviation \( \sigma_j \). The intensity model for PV voxels is

PDFs (1) and (2) were then combined in [8], with Gaussian distributions (to model pure tissue intensity classes) and Gaussian distributions convolved with triangles (to model PV voxels) within a Bayesian classifier framework. The work presented here, extends the approach taken in [8] from modelling the 2-D gradient magnitude PDFs to modelling 3-D gradient magnitude PDFs in order to improve the classification performance for data acquired in 3-Ds.

2. Methodology

In common with the intensity model used in [8,11], pure tissue regions for tissue class, \( j \), are modelled as a Gaussian distribution, \( p_i(g_j) \), with a mean, \( \mu_j \) and a standard deviation \( \sigma_j \). The intensity model for PV voxels is

PDFs (1) and (2) were then combined in [8], with Gaussian distributions (to model pure tissue intensity classes) and Gaussian distributions convolved with triangles (to model PV voxels) within a Bayesian classifier framework. The work presented here, extends the approach taken in [8] from modelling the 2-D gradient magnitude PDFs to modelling 3-D gradient magnitude PDFs in order to improve the classification performance for data acquired in 3-Ds.

2. Methodology

In common with the intensity model used in [8,11], pure tissue regions for tissue class, \( j \), are modelled as a Gaussian distribution, \( p_i(g_j) \), with a mean, \( \mu_j \) and a standard deviation \( \sigma_j \). The intensity model for PV voxels is
then modelled as a pure tissue Gaussian convolved with a triangular distribution, whose limits are defined by the means of the two tissues, $j$ and $k$, under consideration. The triangular distribution, with slope, $M_{j,k}$, intercept, $C_{j,k}$, with normalisation factor, $Q$, is given by:

$$p_T(g \mid i_j, i_k) = \begin{cases} \frac{1}{Q} (M_{j,k} g + C_{j,k}) & \mu_j \leq g \leq \mu_i; \\ 0 & \text{elsewhere}. \end{cases}$$

The PDF arising from the Gaussian triangle convolution, $p_{GT}(g \mid i_j, i_k)$, is given by:

$$p_{GT}(g \mid i_j, i_k) = p_T(g \mid i_j) * p_T(g \mid i_k),$$

$$= -\frac{M_{j,k} g + C_{j,k}}{2Q} \left[ \text{erf} \left( \frac{g - \mu_j}{\sqrt{2\sigma_j^2}} \right) - \text{erf} \left( \frac{g - \mu_j}{\sqrt{2\sigma_j^2}} \right) - \frac{M_{j,k} \sigma_j}{\sqrt{2\pi}} \left( \exp \left( \frac{g - \mu_j}{2\sigma_j^2} \right) - \exp \left( \frac{g - \mu_j}{2\sigma_j^2} \right) \right) \right].$$

If the gradient magnitude is calculated using a simple 3-D gradient differential kernel, regions of pure tissue can be modelled by a Maxwell distribution [12], corresponding to a chi-density for $n=3$ [10]:

$$p_{Max}(z \mid i_j) = \sqrt{\frac{2\pi}{\sigma_{Max,j}}} \exp \left( -\frac{z^2}{2\sigma_{Max,j}^2} \right),$$

where $\sigma_{Max,j}$ corresponds to the standard deviation of the auto-correlation function of $p_{GT}(g \mid i_j)$. For regions that are composed of voxels that belong to two single tissue classes, it can be shown that the gradient magnitude can be modelled with the generalised Rician PDF, for 3-D [12,13,14]:

$$p_{3DGCM}(z \mid i_j, i_k) = \frac{z^2}{\sigma_{\mu,k}^2} \exp \left( -\frac{z^2}{2\sigma_{\mu,k}^2} \right) I_0 \left( \frac{z}{\sigma_{\mu,k}} \right),$$

where $\sigma_{\mu,k}$ and $\mu_{\mu,k}$ correspond to the standard deviation and means of the cross correlation function of the PDFs, $p_{GT}(g \mid i_j)$ and $p_{GT}(g \mid i_k)$. The gradient magnitude and intensity models can be combined into a feature vector, $\mathbf{x} = (g z)^T$, within a Bayesian framework [8], with a PV prior, $\xi_{j,k}$, in order for an expression for the conditional PDF to be created:

$$p(\mathbf{x} \mid i_j) = \frac{1}{1 + \sum_{j \neq k} \xi_{j,k} p_{GT}(g \mid i_j, i_k) p_{Max}(z \mid i_j) + \sum_{j \neq k} \xi_{j,k} p_{3DGCM}(z \mid i_j, i_k) p_{GT}(g \mid i_j, i_k) p_{3DGCM}(z \mid i_j, i_k)}. $$

The performance of the new 3-D gradient magnitude PV model was compared with a 2-D gradient magnitude model [8]; an intensity PV model [11]; and a finite Gaussian mixture model where each tissue compartment is modelled as a single Gaussian distribution. In order for the models to be assessed, synthetic two tissue 3-D PV data with clinically realistic parameters was generated, with a series of concentric ellipsoid shells for the alternating tissue compartments. The PV voxels were simulated by anisotropic low pass filtering and then subsampling a high-resolution data space to create a lower-resolution data space, where one voxel in the low-resolution data space corresponds to 128 voxels in the high-resolution data space. Qualitative assessment was also undertaken using data from [15].

3. Discussion and Results

The results of fitting equations (7) and (8) to simulated and real data can be seen in figure 1, which illustrate the validity of the derived model and synthesized PV data. Results of applying the classifiers to the synthetic PV data can be seen in figure 2, demonstrating apparently superior performance of the 3-D model classifier for this synthetic PV data set. It is worth noting that if the Gaussian or Intensity PV model classifiers are applied to a three-tissue class problem, then intensity information alone will not be able to correctly classify PV voxels that are composed of the two intensity extremal tissue classes (such as CSF and WM on MRI T1 data), as these PV voxels will have intensities similar to the central tissue class.
**Figure 1.** Comparison of derived parametric models with actual data points for 3-D gradient magnitude. (i) is for the synthetic 3-D PV data. (ii) is for clinical NMR data. Curves and points labelled (A) are for pure tissues (eq. 7) while curves and points labelled (B) correspond to PV voxels (eq. 8). Both plots illustrate good fits to both equations for real and synthetic MRI T1 gradient magnitude data.

**Figure 2.** Performance comparison of four PV Bayesian classifiers applied to 3-D synthetic PV data (containing two tissues alternating between concentric ellipsoid shells), with parameters similar to clinical neurological MRI data parameters. Plots (i) and (ii) illustrate the performance of the classifiers for slices 1-31 of the symmetric synthetic PV data with 62 slices. (iii) is an exemplar slice through the synthetic PV sub-sampled data without noise (ground truth). (iv) is the same slice, but through the noisy data set. (v) is the inset of (iv). (vi) is the corresponding region but of the ground truth image in (iii). Images (vii)-(x) are the output of the four classifiers for the same region as shown in (v) and (vi): (vii) Gaussian finite mixture model; (viii) Intensity PV model; (ix) 2-D model; (x) 3-D model. Images (vi)-(x) have been scaled to 8 bits, to display the PV voxels. From these results, especially from (i), it appears that the 3-D model has a superior classification performance over the other models for this particular synthetic PV data set.
The 3-D model Bayes classifier was then applied to an exemplar MRI T1 dataset [15], using a three-tissue model, to classify WM, GM and CSF PV voxels. A slice from this data set and the corresponding probability maps for WM and GM can be seen in figure 3.

4. Conclusions

This work has demonstrated the potential benefit of 3-D statistical modeling of the gradient magnitude in classification of data affected by the PV effect. It also appears that data created through a 3-D image acquisition process can be classified with improved performance using statistical models that take account of the extra dimension.
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Abstract. We present a segmentation method that works for overlapping and closely packed nuclei in noisy images that have high variation in background intensity. The method has been tested on fluorescence in-situ hybridisation images of interphase leucocyte nuclei. Accurate segmentation is required in support of an automatic procedure for assaying telomere content on a per area per nucleus basis. The method first finds a single seed point for each nucleus that uniquely identifies that nucleus. Seed points are located by an efficient iterative mode-finding algorithm based on robust nonparametric density estimation. Acting simultaneously on all nuclei in the image, and using the seed points as origins, flexible closed contours are dilated until each nucleus is circumscribed. Unlike previous approaches, the contour equations include a repulsive term that prevents different contours from intersecting, thereby preserving the identity of nearby or overlapping nuclei, and the contour is adaptively remeshed for greater efficiency. The advantages of this method from an implementation point of view are that the computation of seed points and contours is highly efficient and robust compared with alternative approaches. The method is illustrated using data from a clinical pilot study.

1 Introduction

Finding the boundaries of whole cells and cell nuclei – segmentation – is an essential precursor to certain types of automated cytometry. For example, whole cells need to be segmented in order to quantify the expression of cytoplasmically localised proteins [1] and to characterise cell morphology. Also, in fluorescence in-situ hybridization (FISH) [2] images, chromosome signal counts are valid only for signals contained within the nuclear boundary [3]. The boundary can be found manually, for example by drawing on the image with a mouse, but an automatic method is preferable when many nuclei must be segmented. A number of algorithms have been developed to segment nuclei based on simple thresholding [3], the watershed algorithm [4, 5], level sets [1], and curve fitting using a minimum error criterion [6].

The new segmentation method introduced here was motivated by the need to process leucocyte images that routinely contain nonuniform background fluorescence and several closely packed cells (see Figure 1). A pilot application of standard methods, such as those cited above, did not yield good results because the data fail to conform to assumptions. For example, the background illumination and nucleus brightness profile varies across the image in such a way that watershed algorithms fail to work reliably, and the desire for automatic operation rules out the use of a manually assisted ‘marker’ watershed algorithm [7]. Applying a sequence of pre-processing operations to ‘correct’ the image is a possible alternative, but can lead to the introduction of additional artifacts, and in any case is an ad hoc procedure giving no promises of general applicability. Furthermore, because our images subtend a large area at high resolution, we wished to avoid the processing costs of level set methods that rely on local gradient flow. We therefore recast the nucleus finding problem in terms of probabilistic robust estimation, a relatively new approach which is beginning to find widespread application in computer vision and image processing [8].

2 Image Analysis

Analysis of the FISH images is intended for a fully automatic screening system, in which no manual intervention is necessary, and for which multiple nuclei may appear in a given image. Processing of the input RGB image treats the blue and green channels separately (the red channel is reserved for another fluorescent probe not relevant to this paper). The blue channel shows nuclei material fluorescence that can be used to localise the nucleus boundaries. The green channel shows telomere fluorescence to be assayed once nucleus boundaries are found. Although telomeres are contained within the nucleus boundary, telomere signals are not sufficiently informative to localise nucleus boundaries, particularly when nuclei are closely packed.

2.1 Seed Finding

The first step is to locate the approximate central positions of nuclei, called seeds. Seed finding is accomplished by a efficient iterative nonparametric clustering algorithm. In the images we process, nuclei contain local maxima
Figure 1. (a) Image of leucocyte nuclei with telomere fluorescence. (b) The blue channel, showing DAPI-stained nuclei fluorescence with nonuniform intensity. (c) The green channel, showing telomere fluorescence. (d) Nucleus boundaries found by the algorithm, superimposed on the B+G channels. The 030 refers to the number of iterations.

in the blue image channel (DAPI staining), so the image is processed to find candidate seed points as follows. The region of blue surrounding each pixel in the image is matched with a dome-shaped filter having a radius of 8 pixels. A suprathreshold filter amplitude indicates a candidate point. A seed point is found by clustering candidate points, as follows. The seed finding algorithm is based on the mean shift procedure, originally proposed in 1975 [9], and largely neglected until recently [10], when there has been a revival of interest [11]. The mean shift algorithm accomplishes the fusion of uncertain measurements arising from an unknown number of sources. It is also highly efficient, and a robust method that tolerates the presence of outliers in the data. Given a set of \( n \) \( d \)-dimensional observations \( x_i \), for \( i = 1, 2, ..., n \), let \( p(x) \) be the probability density function at \( x \). It is desired to find the modes of the density function, which in our application are associated with nuclei. Following [9], one method of finding modes is to iteratively move each observation a small step in the direction of the density gradient until tight clusters of observations result near the modes. Each observation can be moved by an amount proportional to the density gradient at the observation point. Let \( x_i^t \) be the \( i \)th observation at iteration \( t \), and set \( x_i^0 \equiv x_i \). This algorithm can be expressed as \( x_i^{t+1} = x_i^t + a \nabla \ln p(x_i^t) \) where \( a \) is an appropriately chosen positive constant to guarantee convergence. This is the \( d \)-dimensional version of the linear iteration technique for finding the roots of the equation \( \nabla_x p(x) = 0 \), and equivalently the modes of the mixture density \( p(x) \). Unfortunately the density \( p \) is not known, but it can be shown [9] that the normalized gradient of the density at \( x \) can be estimated from the observations by the sample mean shift: \( \nabla \ln p(x) \equiv \sum_{i \in S(x)} x_i - x \), where \( k \) is the number of observations \( x_i \) in a small region \( S_h(x) \) about \( x \). Region \( S_h(x) \) includes points \( x_i \) for which \( |x_i - x| \leq h^2 \). Parameter \( h \) determines the amount of smoothing of the density, and correspondingly the elimination of modes that are too narrow or too close to other modes. According to [9], a good choice of parameter \( a \) is \( h^2/(d+2) \), so substitution of the above and rearranging terms yields the the mean-shift clustering algorithm \( x_i^{t+1} = \frac{1}{k} \sum_{j \in S(x_i^t)} x_j^t \). This algorithm moves each observation \( x_i \) to the sample mean of the observations within the region \( S \) around it. As soon as some observations lie within distance \( h \) of one another, the next iteration will move them to a common point, their sample mean. We have improved the efficiency of the algorithm by using a reweighting scheme, in which a weight term \( w_i \) is associated with each observation. At \( t = 0 \) all \( w_i \) are initialized to 1. If an iteration moves a number of observations to a common point, all but one of the observations are removed, and remaining observation is reweighted by adding to its weight the weights of the points with which it merged. For the next iterations, observations are resampled from those remaining from the previous step. The algorithm terminates when no updates can be made, in which case only isolated points remain, indicating the locations of the modes. The weight indicates the number of observations that moved to the mode, so the weight can be used as an indicator of mode confidence.

2.2 Contour Models

The next step is to find the boundary of each nucleus by expanding a closed deformable contour. Deformable contour models [12] are a powerful technique for the extraction of boundaries from images, but most existing methods have three well-known shortcomings: sensitivity to initialisation, inadaptibility to boundary concavities, and intersection of contours. These problems have led to the use of alternatives such as gradient-driven curvature flows [1], which do not have strict initialisation requirements and which have the resolution to match complex boundaries. However, the flow algorithms are based on numerical approximation of partial differential equations at each image pixel, which is computationally expensive. By contrast, the approach tried here is to address the shortcomings of contour models by (a) using a force model that is particular to the problem of finding the boundaries of nuclei, (b)
adaptively remeshing the contour to increase resolution near the target boundary, and (c) adding a repulsive force to the contour model to prevent the intersection of boundaries. Our contour model is a 2D version of a discrete deformable polyhedral model [13] in which the radii to vertices independently lengthen or shorten according to force constraints until the boundary of the object is reached. A variety of closed contours can be expressed, including concave ones, sufficient for outlining cell nuclei. A rough estimate of the object is quickly generated using a low resolution model, then the desired level of detail is achieved by remeshing.

2.3 Contour Finding

Given a set of \( m \) seed points found in the image, the contour finding algorithm begins by assigning an initial contour model \( C_i \), \( i = 0 \ldots m-1 \) to each seed point. Each model \( C_i \) contains a set of \( n \) contour points \( p_{ij} \), \( j = 0 \ldots n-1 \), an origin \( o_i \), and a threshold \( \theta_i \). A contour point \( p_{ij} \) is conveniently represented as a radius of length \( r_{ij} \) from the origin \( o_i \). The \( n \) radii of each contour model \( C_i \) are set at equal intervals of \( n/2\pi \) radians about the origin \( o_i \). With each \( r_{ij} \) set to the same small constant, the initial state of each model resembles a regular \( n \)-gon centred at a seed point. The energy functional minimised for each contour point is \( E_{\text{total}} = E_{\text{internal}} + E_{\text{external}} \), where elasticity and stiffness forces are given by 

\[
E_{\text{internal}} = w_{\text{elastic}} \frac{dr_j}{d\theta} + w_{\text{stiff}} \frac{d^2r_j}{d\theta^2} \quad \text{with weighting parameters } w_{\text{elastic}} \text{ and } w_{\text{stiff}}.
\]

Some external forces require measurements of the blue channel of the image, as this channel is associated with the DAPI stained nucleus body. The intensity of the blue channel at location \( v \) is notated as \( B[v] \). In all uses of \( B[\cdot] \), smoothed intensities are used, so \( B[v] \) actually gives the mean intensity in a small neighbourhood around \( v \). The external force is given by 

\[
E_{\text{external}} = E_{\text{grad}} + E_{\text{level}} + E_{\text{rep}} \quad \text{and includes three measurements: } E_{\text{grad}} \text{ the local image derivative of the blue channel } B[\cdot], \ E_{\text{level}} \text{ the difference between the blue channel value at } p_j \text{ and a threshold } \theta_j \text{ unique to the } i \text{th contour model in the image, and } E_{\text{rep}} \text{ the repulsive force. The image-related forces are calculated with respect to the radius } r_j \text{ of point } j:\n\]

\[
E_{\text{grad}} = w_{\text{grad}} \frac{dB[p_j]}{d\theta}, \quad \text{and } E_{\text{level}} = w_{\text{thresh}} (B[r_j] - \theta_j). \quad \text{Because the blue channel has higher amplitude at the centre of the nucleus, maximising } E_{\text{grad}} \text{ causes the contour to fall away from the nucleus centre and relax near the nucleus boundary. To prevent situations where } E_{\text{grad}} = 0 \text{ the evolution to stick at local minima, } E_{\text{level}} \text{ causes the contour to seek an absolute level } \theta_j. \quad \text{From experience with many images, a satisfactory threshold has been found to be } \theta_j = 0.2\pi B[o_i], \text{ where } B[o_i] \text{ is the blue value at the origin of the contour. Note that because the contour origin is updated at each iteration, this definition causes } \theta_j \text{ to be recalculated also. The weight } w_{\text{thresh}} \text{ is given a small value so that the primary effect of } E_{\text{level}} \text{ is to draw the contour away from local minima of the intensity gradient. If } E_{\text{level}} \text{ is set too high, the contour may seek an unsuitable level in the presence of nearby nuclei and uneven background intensity. The repulsive force is calculated by testing whether a contour point lies within the area bounded by one of the other contour models. Each of the } m-1 \text{ other contour models is tested. The repulsive force is defined as } E_{\text{rep}} = w_{\text{rep}} f(e_j) \quad \text{where } e_j \text{ is the distance that the contour point } j \text{ penetrates into the area of another contour model, and } f(\cdot) \text{ is a nonlinear sigmoid smoothing function that limits oscillation. When all the forces are calculated for a contour point, the sum of forces is added to the radius defining the contour point. To preserve the integrity of the evolution, a two-pass update is performed. The first pass calculates the forces for all contour points, and the second pass updates all the contour point locations with the net force. When all contour point locations are updated, each contour is adaptively remeshed and its origin re-estimated.}

3 Results

The segmentation algorithm has been applied to a set of fluorescence in-situ hybridisation (FISH) images of nuclei. The task is to distinguish between samples originating from individuals of different ages. Telomeres – the repeated DNA sequences that cap the ends of chromosomes – contain the same G-rich DNA core repeat. Telomeres become shorter in length as the individual ages, and depending on age, variation in repeat length of the telomeres is estimated to be on the order of \( 2^{11} \) to \( 2^{15} \) basepairs of DNA. FISH images were obtained from M. Hultén and S. Dhanjal (Univ. Warwick) who used a procedure summarised briefly as follows. Blood samples were obtained from normal adults in the age range 20-70 years, and were prepared using standard FISH techniques for the identification of telomeric material using a pantelomeric DNA probe (DAKO, Denmark). Slides were imaged using a Zeiss axioplan epifluorescence microscope with \( 100\times \) objective. Filters associated with the FISH probes were used, and the images acquired using a CCD camera with SmartCapture software (Vysis, UK). Blood samples were then subjected to a telomere depletion assay (TDA) in which enzymatic digestion of telomeric DNA is carried out using Bal 31 enzyme (New England Biolabs, UK), followed by the FISH procedure and slide imaging as before. The aim of the TDA is to digest telomeric material, which should result in lower telomere measurements.

By manual inspection of all the images encountered so far, it is very difficult to distinguish between those that originate from younger subjects (expected to have longer telomeres) in relation to older subjects. To determine whether nuclei could be discriminated numerically on the basis of telomere fluorescence, the segmentation algo-
algorithm was applied to a test set of four images: (a) 16 nuclei from the 70-year-old female subject before TDA; (b) five other nuclei from the same subject after TDA; (c) five nuclei from the 23-year-old male subject before the TDA was applied; (d) 13 other nuclei from the same subject after TDA. The algorithm found valid boundaries for all nuclei. Within each boundary, a telomere response measure was calculated by dividing the total amount of green channel intensity within the nucleus boundary by the area enclosed by the boundary. For each image, a normal density was fitted to the means and variances of telomere response measures for each set of nuclei. These distributions confirm expectations, as the younger samples cluster to a higher telomere content than older samples, and the TDA decreases telomere content monotonically, although apparently not linearly.

4 Conclusions

The segmentation algorithm successfully segments overlapping and closely packed nuclei on the basis of DAPI fluorescence only, even when nonuniform background and noisy profiles tend to defeat standard methods. The algorithm is efficient and capable of operating without manual intervention. Contour finding is fast and reliable, but good choice of parameters for the energy functional depends on typical sizes and shapes of objects encountered. Although a usable set of parameters has been found for nuclei shapes encountered in the FISH images, more experimentation is needed to determine usability for other domains.

The system has been tested on a situation where telomere response is required on a per-nucleus basis in support of a procedure being developed for telomere content analysis. Before a clinical application can be contemplated, it will be necessary to test the system on large numbers of nuclei, thus far not available until FISH protocols are more widely established.
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Abstract

Most attempts at automatic segmentation of liver tissue to date have relied on 2D, low-level segmentation techniques, such as thresholding and mathematical morphology, to obtain the basic liver structure. The derived boundary can then be smoothed or refined using more advanced methods. Here we present results that improve greatly on this previous work by using a topology adaptive active contour model, or snake, to accurately segment the liver outline from CT images.

1 Introduction

As part of the diagnosis of liver disease, a Computerised Tomography (CT) scan is taken of the patient, which the clinician then uses to assist in determining the presence and extent of the disease. Frequently the clinician is required to hand-segment the liver tissue, in order to obtain further information such as liver volume, or to quantify the extent of diseased tissue. As hand-segmentation is slow and time-consuming, an automatic segmentation tool for the liver could greatly reduce the workload for the clinician.

The automatic detection of the liver from CT scans is considered one of the harder segmentation challenges in medical image processing. The difficulties arise due to large variations of liver geometry between patients, the limited contrast between the liver and the surrounding organs, and image noise [1]. Early work on liver segmentation by Bae et al. [2] used simple thresholding and logic functions to obtain the outline of the liver before smoothing the boundary using B-splines. Gao et al. [1] extended this work by using mathematical morphology on the thresholded image to separate the liver from other organs, before refining the obtained contour with a Fourier-based deformable contour model. The limitation of both of these methods is in the initial thresholding step - it is very difficult accurately to set upper and lower threshold limits that isolate the liver effectively, without including neighbouring tissues such as the kidneys and the spleen. As a result the initial starting point for the boundary refinement step is dependent on the inaccurate thresholding step. In an effort to counter this, Shimizu et al. [3] use the corresponding CT values from four different input images of the same liver (each at a different stage of contrast enhancement) to obtain the rough contour. The main limitation of this technique is that four complete datasets are required for effective segmentation of one liver. Clinically this requires four different CT scans of the same patient in succession (increasing the X-ray dose dramatically), and computationally it involves four times the memory and processing power that is used when analysing a single dataset.

Recent work by Qatarneh et al. [4] introduced active contour models (or snakes) as a stand-alone liver segmentation tool as part of their work to construct a radiation therapy planning atlas. The limitation of this technique is again the initial placement of the contour, as it has to be defined so that it is close enough to the snake boundary so that it does not get trapped in local minima corresponding to boundaries of other tissues. In practice this is both time-consuming and awkward, especially if the ‘standard’ organ outline predicted by the atlas needs to be modified, by hand, for each slice.

Therefore while snakes have been effectively used in liver segmentation as a boundary refinement tool, they are still heavily dependent on the problem of initial placement. Our solution to this problem is to add an inflationary force to the basic snake, similar to the one first proposed by Cohen [5], and expanded by McInerney and Terzopoulos [6] in the form of topology adaptive snakes (T-Snakes). As the snake expands from an initial seed point, the contour reparameterises at certain iterations so that the snake elements are completely reset and replaced. In our implementation, the resolution of the grid increases as the curvature of the snake increases, thus the snake is able to force its way into sharp corners. This paper presents preliminary results from 4 separate 3D patient datasets.

* Author Email: aevans@medphys.ucl.ac.uk
2 Methods

The active contour model we have developed is a modified version of the T-Snake [6], where the internal energy forces act as a smoothness constraint while an inflation force is used to push the contour towards edges within the image. The key difference between a topology adaptive model and a conventional snake is that the set of snake nodes in a T-snake does not remain constant. As the contour moves under the internal and external forces, it is reparameterised, at regular intervals, to a grid superimposed upon the image. At each reparameterisation step, the previous set of nodes is removed and a new node added at each point where the contour intersects with the superimposed grid. This reparameterisation overcomes aliasing problems that naturally occur with inflationary contours, and allows the contour to ‘flow’ into the complex shape of the liver.

There are two major benefits of using an inflationary snake to segment the liver. The first is that the interior of a healthy liver is typically more uniform than the exterior, thus there are less noisy edges that can trap nodes as they move outwards towards the edge of the liver. The second is that the snake can be initialised at almost any point within the liver, without greatly affecting the final segmentation result. The importance of these two points should not be underestimated as they completely avoid the major stumbling block of previous liver segmentation algorithms, that of correct contour initialisation, and thus provide a faster and more robust segmentation. Our snake is defined in a similar way to the T-Snake [6], as a set of \( M \) nodes, indexed by \( 0, \ldots, M - 1 \). Associated with these nodes are time varying positions \( x_i(t), y_i(t) \). The movement of the snake is determined by the balance of internal forces versus external forces (generated by the image data) and inflationary forces [6,7]

\[ a_i \alpha_i + b_i \beta_i = p_i + f_i, \]  

(1)

\( a_i \) and \( b_i \) represent the elastic and bending internal forces of the snake, the strength of which are controlled by \( a \) and \( b \). In our implementation the external energy function \( f \) is the standard gaussian gradient function, which is greater at significant edges in the image, however we pre-process the image using a Kirsch edge-detection filter to maximise the impact of these edges. A modification to the basic snake equations is the addition of an inflationary force \( \rho \) to push the contour towards image edges

\[ \rho = qF(m(x_i(t)))n_i(t), \]  

(2)

where \( n_i \) is the unit normal vector to the contour at node \( m \), and \( q \) is the amplitude of the force. The binary function \( F(m(x, y)) \) is based upon image intensity data and is slightly modified from the similar T-Snake function [6] in that it has two threshold levels, an upper and a lower threshold. If \( m(x, y) \) is within the threshold levels, \( F(m(x, y)) = 1 \); otherwise it is set to -1 and the normal force is reversed. This prevents the snake from leaking into other organs in the abdomen at locations where the external image energy is not sufficient enough to stop the snake. To prevent the normal force from oscillating indefinitely between areas of intensity within/outside the threshold levels, as soon as a node begins oscillating the \( q \) amplitude value is lowered progressively towards zero.

The reparameterisation of the snake is slightly different from that presented in [6]. The grid used for reparameterisation is set to a rectangular grid for simplicity, and a major modification is that the resolution of this grid changes depending on the curvature of the snake at each individual node. The data structure in fact consists of three separate grids of decreasing cell size (increasing resolution), although number of different resolution grids could be increased if required. Depending on the curvature of the snake (calculated simply by analysing the angles between the lines connecting the nodes), the contour is reparameterised on a specific grid. If the curvature is high, the contour is reparameterised on a smaller grid size (down to 2x2 pixels); if the contour is relatively flat it is reparameterised to a larger grid size (up to 8x8 pixels). The major advantage of this novel technique is that the resolution of the snake increases at complex and highly irregular areas of the shape to be segmented, thus enabling the inflating contour to push itself into sharp corners and avoid aliasing effects that might otherwise cause a false segmentation result. In areas where the contour is relatively straight a larger grid size is used for reparameterisation and less points are required to model the shape, reducing the number of unnecessary calculations and speeding up the performance of the snake. Accurate segmentation of the liver is highly dependent on the parameters used for the snake. In all there are six parameters to be set: the internal elasticity energy, the internal bending energy, the external (image) energy, the strength of the normal force, and the upper and lower thresholds. The levels of these parameters were determined empirically to obtain the best results and to prevent the snake from leaking into adjacent organs. We found that once the optimal levels for the parameters were discovered, they required little or no change for every liver slice, even for different livers (the exception to this being particularly noisy datasets). Segmentation of a complete liver is initiated by the user selecting a seed point within the liver i.e. any slice in the volume. The snake then inflates from this seed point to segment the liver from that particular slice. From the resulting region enclosed by the snake contour, the co-
ordinates representing the centre of gravity are deduced and used as snake seed points for the slices above and below. In many scans, a lobe of the liver appears as a totally separate structure. In these cases the snake can be initialised on the lobe in much the same way as for the main body of the liver, and results added to the main segmentation.

3 Results

Complete scans from four different patients, giving a total of 501 separate liver slices, were used to test the proposed segmentation method. All the images used were 512x512 pixels and reduced 256-level greyscale. The accuracy of the segmentation can be measured by comparing to the hand-segmented data in two ways; by comparing the area enclosed by the segmented contours, and by calculating a rout-mean-square (RMS) error for the Euclidean distance between the automatic segmentation contour and the nearest point of the hand segmented contour. To compare areas, a paired t-test was used [8], and the null hypothesis in each case was “There no difference in the areas of the snake segmented liver and the hand segmented liver.”, and the significant probability level (p) was set to 0.05.

<table>
<thead>
<tr>
<th>Patient Number</th>
<th>Slices</th>
<th>T-value (experimental)</th>
<th>Critical T-value (p &lt; 0.05)</th>
<th>RMS Error (pixels)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>180</td>
<td>0.406 ±1.973</td>
<td>±1.973</td>
<td>4.82</td>
</tr>
<tr>
<td>2</td>
<td>149</td>
<td>-0.556 ±1.976</td>
<td>±1.976</td>
<td>7.57</td>
</tr>
<tr>
<td>3</td>
<td>122</td>
<td>-1.591 ±1.990</td>
<td>±1.990</td>
<td>5.83</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>-1.347 ±2.009</td>
<td>±2.009</td>
<td>10.22</td>
</tr>
</tbody>
</table>

Table 1. Results of paired t-test comparing segmented areas;

Table 1 shows the results of the t-tests and RMS errors. For each dataset, the t-value obtained is less than the t-statistic presented in the data tables. This means that we cannot reject the null hypothesis at the 0.05 level of significance, and must therefore assume that there is no detectable change, at this level of significance, in the values of the snake segmented and hand segmented data. The low RMS errors are comparable with those expected from hand segmentation. To demonstrate the improved segmentation ability provided by increasing the resolution of the grid at areas of high curvature, the liver from patient number one was automatically segmented again, using an inflationary snake that was reparameterised to a static 8x8 pixel grid i.e. the resolution of the grid was not changed at areas of high curvature. Table 2 shows the results of this segmentation, compared with the standard results presented in table 1.

<table>
<thead>
<tr>
<th>Grid resolution</th>
<th>Experimental t-value</th>
<th>Average RMS error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increased at areas of high curvature</td>
<td>0.406</td>
<td>4.82</td>
</tr>
<tr>
<td>Constant</td>
<td>-3.747</td>
<td>5.23</td>
</tr>
</tbody>
</table>

Table 2. Comparing the effect of grid resolutions on the accuracy of the segmentation.

The results in table 2 show that the magnitude of the t-value result for a constant grid resolution is larger than the critical t-value of 1.973 (shown in table 1) and thus according to this test there is a significant difference between the automatically segmented and hand segmented areas. This value is much larger than the t-value of 0.405, obtained from the same dataset, using a flexible grid resolution for reparameterisation. However, while there is an increase in the average RMS error for the constant grid segmentation, it is proportionally lower than the increase in the difference in areas. The reason for these differences can be seen by studying the two images in Figure 1. Figure 1(a) shows a liver slice that has been segmented using a snake with varying grid resolution. Figure 1(b) shows a liver slice that has been segmented using the snake with constant grid resolution. In both of these images the snake was initialised within the central bulk of the liver. One immediately observed difference between the images is that the snake in figure 1(b) has not inflated into the lobe at the top right hand side of the liver. The likely reason for this is that the relatively low resolution of the grid (8 pixels) has not enabled points to cluster around the narrow area of tissue connecting the lobe to the main bulk of the liver (in this slice). As a result the inflationary force is not sufficient to overcome the internal forces of the contour and the snake does pass through the narrow constriction. In figure 1(a) the ability of the contour to reparameterise to a smaller grid size (min size 2 pixels) has enabled points to cluster around areas of high curvature, and force the snake through the constriction and allow it to inflate into the lobe area. Figure 1(c) shows the ability of the increased resolution grid to more accurately segment fine structures.
4 Conclusion

This paper presents a new method for the automatic segmentation of the liver from CT scans. It avoids the main problem affecting previous segmentation techniques, that of initialising the snake in an efficient manner, by employing an inflationary snake which reparameterises at certain iterations of the snake movement. The snake algorithm itself is a modified version of the T-Snake presented by McInerney and Terzopoulos [6] with the important added facility of increasing the resolution of the reparameterisation grid where the snake contour is highly curved. It has been demonstrated that this ability enables more accurate segmentation, as it enables the contour to extend into corners that other ‘inflationary’ snakes miss. While our preliminary segmentation results are very encouraging, there is still much more to be done to improve the technique. An immediate improvement is to enable the software to set snake parameters automatically for each liver slice – at the moment the parameters must be set by hand. While livers have also been segmented using orthogonal datasets (2.5D), the major goal of the project is to develop an active surface model in 3D, incorporating our existing modifications and improvements to the 2D method. This would further improve the accuracy of the segmentation of the liver, and form a firm basis for further work concerning abnormal livers.
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Abstract.
As a straightforward extension of 2D Active Shape Modelling (ASM), 3D ASM is capable of detecting the surface of the target object from true volumetric data. However, when the information in one dimension is sparse, the pure 3D ASM tends to be less accurate. We present a hybrid 2D+3D methodology which can deal with sparse 3D data. Based on the “locally optimal” segmentation on separate slices obtained by 2D ASM, a “global optimal” segmentation of the 3D object embedded in the data set is achieved by applying 3D ASM. Experimental results indicate that the developed approach shows equivalent precision on separate slices but higher consistency for whole volumes when compared to 2D ASM, whilst the results for whole volumes are improved when compared to the pure 3D ASM approach.

1 Introduction

Segmentation of target objects from multi-slice, i.e. 3D, data sets is of great interest. Since it is difficult to extract the 3D object directly from the data sets, slices in these data sets tend to be segmented as separated 2D images. In the past decade, Active Shape Models (ASM) \cite{1}, or generally so-called statistical shape models \cite{2}, have been widely used and shown to be a very powerful tool in 2D medical image segmentation. Despite the successful cases of applying ASM, it has the same disadvantage as other 2D segmentation approaches, i.e. they are purely 2D segmentation techniques which process the slices in a data set separately, in most cases ignoring the correlation between slices. The result might be 2-dimensionally optimal on every slice but not the ideal boundary for the whole 3-dimensional object embedded in the data set.

As a significant extension of Active Shape Models (ASM), 3D ASM has been widely investigated and discussed. Many studies build statistical models from 3D training data sets \cite{3–7}. Most of these developments have focused on the landmark generation and model construction, with an assumption that if an efficient model has been built the use of such a model will be a relative easy task. This is true for dense 3D data sets in which image information in arbitrary directions can be extracted by interpolation. In practice, however, when the distance between slices is large compared to the in-slice resolution, interpolation becomes less appropriate. In this case, the 3D shapes needed to build the models can be constructed from the 2D contours but the image structure modelling and 3D ASM search become difficult.

There is not much work about using of 3D ASM, or related approaches, for the segmentation of image sets. Hill et al. presented a statistical model-based technique for building 3D deformable shape templates and use these models to segment brain structures from 3D medical images \cite{8}. Ruff et al. described a method to estimate the volume of liver from sparse planar images using deformable models \cite{9}. Although these methods are application specific, they demonstrate the potential of 3D ASM when applied to multi-slice data sets.

2 Method

In this work, we present a new approach, based on 3D ASM, to the automatic segmentation of sparse multi-slice data sets. A 3D Statistical Shape Model (SSM) is build from the training samples to represent the shape variation of 3D object surfaces. The image structure is modelled using grey-level profiles, in the same way as 2D ASM. The 3D ASM search is driven by 2D ASM search on each slice based on the profile models built from 2D slices. Such a process ensures that 2D boundaries, which are locally correct on 2D slices, can build a valid 3D shape. In the remainder of this paper, we refer to the developed methodology as 3D ASM or 2D+3D hybrid ASM, whilst the original 3D ASM is referred to as pure 3D ASM.
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An overview of model construction and image segmentation is given in Fig. 1. Details are provided in Secs 2.1 and 2.2.

2.1 3D Shape Model Construction

Each sample in the training set for 3D statistical shape modelling is the 3D object surface in a data set. To build this 3D surface, each slice that contains the target object is manually annotated and the object boundary is represented by a contour \( C_i = \{ p_{ij} ; j \in [1, N_i] \} \) for all \( i \in [1, N_c] \), where \( p_{ij} \) is the \( j^{th} \) landmark on the \( i^{th} \) contour. \( N_i \) is the number of landmarks on each slice and \( N_c \) is the number of slices in the data set. A triangulation algorithm [10] is used to incorporate 2D contours into a 3D shape in the form of a triangle mesh. Let \( v \) be the vertices of the mesh.

The 3D shapes are normalized using Principal Axes to ensure they occupy a common space, i.e. equivalent landmarks on different surfaces are at corresponding locations. We use Principal Component Analysis (PCA) to find the principal axes of a 3D shape. The point distribution of the center of gravity of each planar contour provides marks on different surfaces at corresponding locations. We use Principal Component Analysis (PCA) to find the first principal axis. Subsequently, all aligned contours are projected onto the same plane orthogonal to the first axis, to form a 2D point distribution. Of this distribution the first two mutually orthogonal principal axes form the remaining principal axes. The new coordinates system defines the uniform space, which can be used for shape normalization and alignment.

After the training shapes are transformed to the common space, uniform sampling is performed to generate a 3D landmark mesh of size \( N_{\text{vert}} \times N_{\text{hor}} \) for each training shape. The sampling frequency (or the mesh size) needs to be high enough to match the vertex density and preserve the quality. These 3D landmarks in the uniform space are then transformed back to the original space of the training sample. Thus a shape \( u \) in the training set can be treated as a \( 3 \times N_{\text{vert}} \times N_{\text{hor}} \) dimensional vector. The training shapes need to be aligned to minimize the effects of different pose and size. To align two 3D shapes \( u \) and \( u' \), we try to find a linear transformation \( u' = T(u) \) which minimizes the distance between the two shapes. The transformation is defined as the combination of a rotation \( R \), a scaling \( s \) and a translation \((x_t, y_t, z_t)\).

Let \( v_x, v_y \) and \( v_z \) be the unit vectors of the principal axes of shape \( u \), thus \( V = [v_x, v_y, v_z]^T \) defines the rotation from original space to normalized space, so the rotation from \( u \) to \( u' \) is \( R = V \cdot V^{-1} \), where \( V^{-1} \) is the rotation of \( u' \) from its local space to the normalized space. The rotated shape \( u \) is then scaled so that its volume is equal to \( u' \). Let \( |u| \) be the volume of a 3D shape \( u \), the scaling factor \( s \) is given by \( s = \sqrt{|u'|/|u|} \). Finally, the centre of gravity of \( u \) and \( u' \) are calculated, denoted \((\hat{x}, \hat{y}, \hat{z})\) and \((\hat{x}', \hat{y}', \hat{z}')\). The translation is given by \((x_t, y_t, z_t) = (\hat{x}' - \hat{x}, \hat{y}' - \hat{y}, \hat{z}' - \hat{z})\). The alignment of the whole training set is performed by an iterative method which minimizes a weighted sum of squares of distances between equivalent landmarks on different shapes [1].

After applying PCA to the aligned 3D training samples, we can obtain a 3D statistical shape model. An instance of the model \( u \) can be generated by:

\[
u = \overline{u} + \hat{P}_s d_s\]  

(1)
where \( \mathbf{u} \) is the mean shape, \( \hat{P}_s \) is a set of orthogonal modes of shape variation, and \( \hat{b}_s \) is a vector of shape parameters. Varying the elements of \( \hat{b}_s \) moves the landmarks within the distribution and generates shape instances from the model.

### 2.2 Segmentation

We concentrate on the segmentation of multi-slice data sets in which the gap between adjacent slices is significantly larger than the in-slice resolution. The lack of information between slices limits the direction and position to extract intensity profiles. As a result, pure 3D ASM search approaches, in which grey-level values are extracted along the profiles across each 3D landmark and normal to the 3D surface, are not suitable for this type of data.

In the developed method, the segmentation process is performed in an iterative way, as demonstrated in Fig. 1 (b). A complete 2D ASM search on all slices is considered as the first step in one iteration of 3D ASM search. When a 3D shape instance is placed on the target data set, the initial 3D shape is first translated and scaled so that it is just within the range of these slices, to make sure that all the slices that contain the target object are covered. The intersecting contours of this instance and the data slices are used as the initial 2D shape instances for all slices. Then 2D ASM search is performed to find the best position for each contour. A 3D shape is constructed from these contours and then normalized using the method presented in Sec. 2.1. New landmarks are extracted from the normalized shape and subsequently mapped back onto the 3D shape. The result is an updated 3D shape instance. A set of parameters \( \hat{b}_s \) as defined in Eq. (1) are estimated to best match a model instance to the new found shape. An iterative approach to parameter estimation is used [1].

### 3 Experiments and Results

Experiments were carried out to segment the prostate gland from sequential Magnetic Resonance Images (MRI). The data consists of 19 prostate MRI volumes. Field of view \( 24 \times 24 \) cm, matrix \( 256 \times 512 \), slice thickness 3 mm with an inter-slice gap of 0.5 mm. Hence the in-slice resolution is \( 0.46875 \times 0.46875 \) mm, while the inter-slice resolution is 3.5 mm. Different types of prostate abnormalities are included. All images were manually annotated by an expert radiologist. Since the central gland is nearly oval-shaped, we choose the four intersection points of the outline and the vertical and horizontal axes through the centroid as the key landmarks. On each of the four outline sections, seven landmarks were evenly distributed, so contours are represented by 32 landmarks.

For 3D shape modelling, the 3D surfaces of the prostate in all data sets were constructed. Since the prostate gland is almost symmetric, the mirror of a 3D shape in the plane \( x = 0 \) can be treated as a new instance and is also used in training. Hence in total we have 38 samples in the training set. The 3D Shape Model is built from these shapes using PDM. Such a model is capable of representing the shape variation of the prostate gland.

![Prostate surface reconstructed from 2D ASM results vs. result of the hybrid ASM.](image)

The hybrid 2D+3D model was applied to detect the prostate surface from MR data sets. Leave-one-patient-out experiments were carried out to investigate the performance of the developed approach. A comparison of segmen-
tation results between 2D and the developed method in twelve randomly selected cases is shown in Fig. 2. On the left of each pair of shapes is the initial 3D surface constructed from the 2D ASM results in the first iteration. The constructed surface does not represent a valid prostate shape, though the 2D ASM results might be optimal on each slice. On the right is the 3D shape after the last iteration. This shape shows high similarity to the left one and is a valid prostate shape since it is generated from the training set using the 3D shape model.

We use the Root Mean-Square Distance (RMSD) to evaluate the developed approach. Using manual annotations as the gold standard, we compare the results with 2D ASM and pure 3D ASM segmentations. To make a statistical evaluation, the mean and standard deviation RMSD for all landmarks are calculated and presented in Table 1. The hybrid 2D+3D ASM shows the lowest values for both the mean and standard deviation RMSD, indicating the highest precision and robustness.

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSD Mean</th>
<th>RMSD SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D ASM</td>
<td>6.1830</td>
<td>3.5326</td>
</tr>
<tr>
<td>Pure 3D ASM</td>
<td>13.0643</td>
<td>5.8128</td>
</tr>
<tr>
<td>Hybrid ASM</td>
<td>5.4497</td>
<td>2.9289</td>
</tr>
</tbody>
</table>

Table 1. Mean and Standard Deviation (SD) RMSD.

4 Conclusions and Discussion

We have demonstrated a hybrid 2D+3D ASM-based methodology to segment object of interest from sparse multi-slice data sets. The segmentation is driven by 2D ASM search on each slice and the valid surface is generated from the 3D shape model by updating model parameters. The results indicate that the developed methodology shows equivalent precision of segmentation on individual slices and performs more consistently with regard to capturing the 3D surface of the target object when compared to 2D ASM. A comparison with pure 3D ASM results indicates the improved performance of the developed methodology when applied to sparse volumetric data.

The method can be improved in several aspects. As discussed in other work, landmarking is a key point to improve the compactness and simplicity of shape models. On the other hand, both 2D ASM and the developed method, as shown in our experiments, tend to over-estimate the prostate gland. This might be caused by either the 2D ASM during the search stage or the parameter estimation in the updating stage. The method of aligning two 3D shapes can be evaluated and improved to minimize the error.

In spite of the improved performance, this method has its limitations. In our experiments of prostate segmentation, the prostate on transectional slices is almost oval-shaped. This feature ensures that the method we have proposed in Sec. 2.1 to calculate the principal axes is valid. In other cases, a more generalized alignment method should be applied. This is one of the most important aspects in our future work.
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Abstract

In this paper we apply Hidden Markov Random Fields to tissue segmentation of $T_1$ parametric maps of Magnetic Resonance (MR) breast images. The proposed algorithm incorporates an initial correction of the bias field, and automatic background removal. Maximum likelihood is used to provide an initial segmentation/classification. This classification allows for tissue parameter estimation, providing an initialization of probabilistic moments that are incorporated into a Gaussian probability model for each tissue class. The class labels follow a Gibbs distribution and the energy function is a sum of potentials taken from a multilevel logistic model for Markov Random Fields. The segmentation is obtained via maximization of the posterior probability distribution function and the solution is found by application of the Simulated Annealing (SA) algorithm. After each SA iteration, the tissue parameters are updated. The process continues iteratively until convergence. The segmentation results demonstrate anatomically plausible segmentation of $T_1$ parametric maps of breast MR images and we expect the method to aid real time automatic segmentation of breast tissue, particularly in diagnosis of pathology.

1 Introduction

Segmentation of breast Magnetic Resonance (MR) images into different tissue classes, such as fat, healthy and malignant tissues is an important task during the diagnostic process. Breast MR images have a number of features. They are statistically complex as they are not piecewise constant and they possess a large number of classes. Moreover, MR breast images do not have high contrast between different tissues. By carefully choosing pulse sequence parameters and gradients, it is possible to highlight different components in the object being imaged and produce high-contrast images in order to facilitate segmentation and classification [1]. On the other hand, ideal imaging conditions are never realized in practice. Electronic noise and the bias field (intensity inhomogeneities in the RF field) corrupt the quality of the image and prevent accurate segmentation.

Whilst the compensation for noise induced artifacts has already been addressed during $T_1$ mapping [1], the limitations caused by the bias field are overcome using the method of Styner et al. [2] that leads to automatic bias field removal. That enables reliable $T_1$ mapping which is required for the eventual $T_1$ map segmentation.

A wide variety of approaches have been proposed for image segmentation and they may be roughly divided into two categories: structural and statistical. Structural methods include various edge detection algorithms that have been applied to extract boundaries between different tissues [3]. However, such algorithms are vulnerable to artifacts and noise, and fail in breast imaging because of the anatomical tissue complexity. Region growing [4] is another popular structural approach, in which an image is divided into small regions, which can be considered as “seeds” that grow under certain criteria; but it is not considered robust. Statistical methods approach segmentation/classification from a completely different perspective. Such methods label pixels according to probability values, usually determined by the intensity distribution of the image. Thresholding methods are simple statistical methods that are unlikely to produce reliable results for breast MR images since they are not robust under the presence of noise and have no way of incorporating discrepancies resulting from PVEs. Depending on whether a specific functional form for the density model is assumed or not, a statistical approach can either be parametric or non-parametric. Maximum a posteriori probability (MAP) or maximum likelihood (ML) are the most usually used principles for such attempts. In such methods the probability density functions (pdfs) of the different tissue classes need to be chosen very carefully.

In contrast to conventional approaches for image segmentation, we perform tissue segmentation into a set number of classes by applying Hidden Markov Random Field - Maximum a posteriori (HMRF-MAP) labelling to parametric maps of $T_1$ images. We seek the labelling of an image that is considered to be a realization of a MRF through minimizing the risk of misclassification, which is equivalent to maximizing the posterior probability. The minimal risk estimate is known as the MAP estimate. Under the MRF model the MAP estimate may be found by minimizing the posterior energy function [5]. This minimization is achieved by applying the SA algorithm. SA converges to the global minimum and has been shown to achieve that reliably even for the most difficult minimization problems. This is the reason for its selection for the current problem, since the only alternative, the Iterated Conditional Modes (ICM) algorithm converges to a local minimum and does not therefore guarantee a final reliable segmentation in
such a difficult application such as the segmentation of parametric $T_1$ maps of breast MR images. Computational power compensates for the computational complexity of the SA and the method can be used in real time applications. The paper is organized in the following way. Section 2 provides background on HMRFs and image segmentation, followed by formulation of the problem for $T_1$ parametric maps of breast MR images. Section 3 provides the complete algorithm for the proposed setup and the segmentation. Finally, Section 4 demonstrates results from application of the method to real datasets and discusses the performance of the proposed method as well as future research directions.

2 Segmentation using parametric and non-parametric MRFs

The objective of our work is segmentation/classification of $T_1$ parametric maps of MR breast images into different types of tissues. During such a task it is important to consider pixel neighborhood information, as $T_1$ parametric maps arise from breast MR images that are considered to be piecewise continuous. This is achieved by modelling the tissue class distribution as a Markov Random Field. A MRF is a collection of random variables which are defined on a finite lattice, and where each variable interacts with some subgroup of that lattice termed its neighborhood. In modelling the interaction between data and model, certain parameters are required. Depending upon whether these are known or not, two paradigms result. MRF is the paradigm corresponding to a priori known statistical parameters. HMRF is the paradigm where statistical parameters are not known and need to be estimated. A HMRF is a stochastic process generated by a MRF whose state sequence cannot be observed directly but only through a field of observations. By imposing contextual constraints, we expect neighboring pixels to have the same class labels (in the case of piecewise constant images) or similar intensities (in the case of piecewise continuous images). This is achieved through characterizing mutual influences among pixels using conditional MRF distributions [5].

The procedure of estimating the unknown parameters for the HMRFs is known as model fitting. As we have introduced the idea of segmenting an image using HMRFs we need to introduce and make the assumption of a multivariable Gaussian emission function [5]. To fit the GHMRF at each iteration, we need an estimate of the means and covariances of the data classes. For computational efficiency, we evaluate the means and covariances using their general statistical definition. Segmentation/classification of the image is the result of MAP estimation of the tissue labels by application of the SA. We show that by incorporating, a parametric GHMRF, an initial class estimation using maximum likelihood and iterative MAP estimation using SA and mean and covariance updates, an accurate and robust segmentation of $T_1$ parametric maps of MR breast images is achieved.

3 Methodology

The first step in any MR breast image segmentation consists of bias field and background pixel removal. The bias field correction follows the scheme proposed in [2], where intensity inhomogeneities are assumed to form a continuous field in the image and are approximated by Legendre polynomials. The associated parameters are computed via the solution of a non-linear energy minimization problem, computed from the distance of pixel values and class means. We thus remove the frequency artifact due to inhomogeneities in the radio-frequency field. Automatic background removal is achieved by Otsu’s thresholding method. Background intensities have a much lower value than breast intensities and the global threshold found by Otsu’s method minimizes the intra-class variance. Automatic background removal is performed to speed up further processing of the images.

In what follows, we establish the segmentation of the $T_1$ parametric map using GHMRFs and SA and we adopt the same notation as in [6]. Let $X$ be a realization of a random field $X$ defined on a 2-D lattice $S$, where $X$ is the set of class labels on the underlying image of a p-dimensional random field $Y$ on $S$. We suppose that $X$ is comprised of pixels which belong to one of the $m$ classes. For the purposes of the present paper we define a set number of tissue classes. The statistical parameters representing each class are unknown and need to be established at each iteration. Let $c$ denote a clique and $C$ be the set of all cliques on $S$. According to the Hammersley-Clifford Theorem, the joint pdf of $X$ is a Gibbs distribution of the form

$$f(X) = \frac{1}{Z} e^{-U(X)}, \quad Z = \sum_X e^{-U(X)}, \quad (1)$$

$Z$ being the partition function and $U(X)$ an energy function defined by:

$$U(X) = \sum_{c \in C} V_c(X) = \sum_{s \in S} \sum_{j \in N_s} \beta(1 - \delta(x_s - x_j)), \quad \forall s, s' \in c, s \neq s' \quad (2)$$

with $V_c(X)$ being the potential function whose argument, $X$, is an element of the clique. $N_s$ denotes the neighborhood pixels of $x_s$ in the associated clique. The MRF we consider here is a multilevel logistic model that has a second order neighborhood system with pairwise cliques: where $x_s$ is the realization of the 1-D random field $X$ on $S$. $\beta$ can be interpreted as edge penalty. The observed
image $y_s$ is obtained when the noise $w_s$ is superimposed on the signal $g(x_s)$:

$$y_s = g(x_s) + w_s$$  \tag{3}

where $g(x_s)$ is a function that maps the underlying label $x_s$ to its associated attribute $\mu_{x_s}$ and $\Sigma_{x_s}$. The $w_s$'s are independently distributed Gaussian random vectors with zero mean and unknown covariance matrix, which is class conditional. Therefore, the density of $Y$, given the underlying true image $X = x$, is

$$f(Y|X) = \prod_{s \in S} f(y_s|x_s).$$  \tag{4}

Based on the observed image $Y$, the problem is to classify the observed random vector $y_s$ into one of the $m$ different classes, subject to iteratively estimated parameters for the multivariable Gaussian distribution of the conditional pdf at every position. Based on the assumption that the pixel intensity $y_s$ follows a Gaussian distribution with parameters $\theta_s = \{\mu_s, \sigma_s\}$, given the class label $x_s = l$,

$$p(y_s|x_s) = g(y_s; \theta_l) = \frac{1}{\sqrt{2\pi \sigma_l^2}} \exp\left(-\frac{(y_s - \mu_l)^2}{2\sigma_l^2}\right),$$  \tag{5}

and the conditional independence assumption of $y$, equation (4), the joint likelihood probability used for segmentation becomes:

$$f(Y|X) = \frac{1}{(2\pi)^{Np/2}} e^{-\frac{1}{2} \sum_{s \in S} \|y_s - \mu_{x_s}\|^2},$$

where $y_s$ and $\mu_{x_s}$ are $p$-dimensional vectors while $\Sigma_{x_s}$ is a $p \times p$ matrix and $N$ is the total number of pixels in the image. $\mu_{x_s}$, $\Sigma_{x_s}$ are the mean and covariance associated with each class. Equation (6) can be written in the form $f(Y|X) = \frac{1}{Z} e^{-U(Y|X)}$ with likelihood energy

$$U(Y|X) = \sum_{s \in S} U(y_s|x_s) = \frac{1}{2} \sum_{s \in S} \left[\mathcal{H}(y_s, x_s) + \ln(||\Sigma_{x_s}||)\right], \quad \mathcal{H}(y_s, x_s) = (y_s - \mu_{x_s})^T (\Sigma_{x_s})^{-1} (y_s - \mu_{x_s}).$$  \tag{7}

Since $\ln f(x|y) = -U(x|y) + C$ for some constant $C$, according to the MAP criterion the segmentation is given as:

$$\hat{x} = \arg \max_{x \in X} f(x|y) = \arg \min_{x \in X} \left(U(y|x) + U(x)\right) = \arg \min_{x \in X} \sum_{s \in S} \left[\frac{1}{2} \mathcal{H}(y_s, x_s) + \ln(||\Sigma_{x_s}||) + \sum_{j \in N_l} \beta(1 - \delta(x_s - x_j))\right].$$  \tag{8}

Segmentation/classification is the result of minimizing the solution of equation (8) iteratively. Our solution is given via the SA algorithm that requires an initial segmentation of the image and for that purpose we apply the maximum likelihood segmentation as the first step of the process. The SA algorithm overcomes local minima and provides the unique global minimum that corresponds to the correct segmentation. This is achieved by using random sampling by allowing an occasional increase in the value of an the associated function included in brackets of equation (8). In conjunction with stochastic annealing that forces samples of the posterior distribution towards the minimal global energy configuration, local minima are avoided and convergence to the global minimum is guaranteed [7].

Given the data $y$, the annealing procedure begins with an initial configuration $x^{(0)}_S$ that is chosen to be the maximum likelihood segmentation in this application, the initial configuration is assigned a very high temperature $T$, so that all configuration changes can be accepted. New configurations are drawn successively from a sampling process with $T$ dropping down gradually until minimum temperature is reached. By choosing carefully the decreasing sequence of temperatures, the convergence to the global minimum is guaranteed [7]. The SA algorithm considers, instead of the joint likelihood pdf, the pdf $\log f_T(x|y) \cong -\sum_{s \in S} \mathcal{H}(y_s, x_s) + \ln(||\Sigma_{x_s}||) + \sum_{j \in N_l} \beta(1 - \delta(x_s - x_j))$, and as $T \to 0$ sequentially, given by $T^{(l)} = k T^{(l-1)}$ with $T^{(0)} = 1$ and $k = 0.9$, the algorithm sequentially updates each $x^{(k)}_s$ into $x^{(k+1)}_s$ by minimizing $U(x_s, y, x_{S\setminus\{s\}})$, the conditional posterior probability, with respect to $x_s$. After the initial classification, we evaluate the class means and covariances needed for the SA optimization method using the following equations:

$$\mu_l = \frac{1}{r_l} \sum_{s \in \mathcal{C}_l} y_s, \quad \Sigma_l = \frac{1}{r_l} \sum_{s \in \mathcal{C}_l} (y_s - \mu_l)(y_s - \mu_l)^T, \quad x_s = l$$  \tag{9}

where $l = 1, \ldots, m$ and $r_l$ is the number of points in class $l$. The method continues by iterating the SA algorithm followed by parameter updating using equations (9) until the segmentation converges.
Figure 1. (a) Original breast MR slice. (b) Breast MR slice after automatic removal of the bias field. (c) The $T_1$ map as an intensity image corresponding to the breast MR slices at (b). (d) The segmentation result using 8 tissue classes after 50 iterations of the SA algorithm.

4 Results, Discussion and Conclusion

We have applied the presented HMRF to the segmentation of $T_1$ parametric maps resulting from clinical MR studies of 3 patients and we have obtained excellent segmentation results, depicted in Figure 1. As it can be seen, choosing 8 tissue classes results in good correspondence with breast anatomy. In our examples these tissue classes are subsets of the more general categories of fibroglandular tissue and fat. The segmentation results will be even better when the algorithm is applied to $T_1$ maps corresponding to contrast enhanced MR images of the breast as tissue differentiation will be superior.

This paper presents a new approach in segmentation of $T_1$ parametric maps of breast MR images using GHMRFs to impose contextual constraints on image pixels. Segmentation is the result of a MAP estimation applied on the $T_1$ parametric map and obtained using SA. Such a segmentation approach achieves a more physiologically plausible characterization of contextual constraints between neighboring pixels and results in a more reliable real time segmentation than conventional methods. The illustrated results, obtained after applying the method to 3 patients, capture reliably the anatomical information contained in the original images and demonstrate that the method works in practice. The algorithm is fast and the segmentation steps are completely automated. We are now evaluating a version of this algorithm where the number of tissue classes is allowed to change and where the GHMRF parameters are updated using an EM method. Our approach will be used in 2-D registration and reconstruction of the breast. In the future, we aim to create statistical models of $T_1$ for healthy, malignant and fat tissues.
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Abstract. We present a robust and accurate 2-DE gel alignment algorithm which combines point matching and local image-based refinement. The algorithm uses a novel combination of Euclidian, shape context, image and feature based attributes to produce a point distance measure. Correspondence is determined using this measure and is further improved using an iterative M-estimation approach, and shown to be robust in the presence of large image distortions. Local image-based refinement is shown to improve significantly alignment accuracy. The high accuracy and robustness of the resulting system indicates that it is a promising method for use in practical gel alignment situations.

1 Introduction

Recently, proteomics research has become a large growth area in the bio-sciences. Often, studies involve differential analysis of large sets of 2-D Electrophoresis (2-DE) gels. 2-DE is a method of protein separation that results in a matrix of diffuse spots which can be visualised by pre or post staining. Each of these spots is a separated protein strain. The volume of each spot is proportional to the amount of each protein in the original sample. Figure 1 shows an example of a section from such a gel. To carry out a differential investigation, it is necessary to determine correspondence between spots on sets of gel images. This implies that a transformation relating one gel image to another is required. The production of 2-DE gels is inherently variable. As a result complex non-linear deformations are often required to align comparable gels. These deformations are often difficult to identify manually and time-consuming to correct. The goal of this work is to develop an image registration scheme that can be used to bring pairs of gels into alignment. However in implementing such a scheme, it is important to retain genuine sample differences between the gel pair.

2 Method

Our gel registration algorithm seeks to combine the global correspondence properties of point matching schemes, with the good local refinement properties of image based registration. First protein spot centre point features are extracted from a pair of images. These points are corresponded using a distance metric combining Euclidian distance, the context of neighbouring spot positions and the context of the distribution of spot intensity and size. The transformation parameters arising from this match are calculated and refined using local image correlation.

The resulting transformation is used to initialise and constrain the next point matching step. The process is iterated until a convergence criterion is met. The stages of our algorithm are described in more detail in sections 2.1-2.4. Throughout the process we have used Clamped-Plate Splines (CPSs) \cite{1} to parameterise non-rigid transformations, after extracting any affine component. CPSs are interpolating spines, similar to Thin-Plate Splines, but they use an alternative Green’s function that yields improved boundary conditions on the unit circle and can be converted into weighted smoothing splines in the standard manner. The whole algorithm has been implemented in a multi-resolution framework, with the final transform from the current resolution being used to initialise the next highest. To help avoid local minima we have varied the amount of regularisation applied during spline calculation at each resolution. Starting with a strongly constrained smooth transform at coarse resolutions, the smoothing parameter, 0 \geq p \leq 1 is decreased at each resolution level, ending with a less constrained transform. In this work we vary \textit{p} linearly between 0.25 and 0.01. We now describe each stage of our algorithm in more detail.

2.1 Feature Extraction

We have used an extremely simple point feature extraction process to detect spot centres at each resolution. We are able to do this as the rest of the algorithm has been designed to be robust to large numbers of outliers and noise in the original point sets. To calculate a binary image feature image, we use a threshold on the Laplacian of each image as follows: \( f = (\partial_x^2 > t) \land (\partial_y^2 > t) \), where \( \partial_x^2 \) and \( \partial_y^2 \) are the 2nd derivative of the Gaussian smoothed gel image in the \( x \) and \( y \) directions respectively and \( t \) is a threshold. We have chosen to smooth with Gaussian \( \sigma = 2 \) pixels and threshold at \( t = 0 \). The centre of gravity of each connected region in the image meeting this criterion is taken as a point location. We have limited the number of points to a maximum by discarding all but the 400 most intense spots, measured using image intensity information. The number of features to retain was chosen manually. Our spline transformation model therefore has a maximum of 400 control points.

2.2 Point Matching

In previous work, we have developed a point matching strategy suitable for use when aligning gel images \cite{2}. In this work, we have extended the basic scheme in several ways, and we will now briefly describe the algorithm.
together with our extensions. Our point matching scheme is based on the commonly used ICP algorithm [3]. In [2] we used the Shape Context (SC) [4] measure as an alternative distance metric to Euclidean distance. SC provides a semi-global description of the spatial distribution of neighbouring points by counting the number of points in radial regions, yielding histograms that can be made invariant to affine deformations (see figure 2(a)). The method also includes an explicit treatment of outliers. The $\chi^2$ statistic between histograms is used as a distance between features. Careful evaluation in the presence of outlier features has shown that when deformation is expected to be large the most appropriate distance measure is SC, and when deformation is small Euclidian (Euc) distance yields the highest accuracy and robustness. In addition to the distance measure presented in [2], we have added two more attributes. Following the SC histogram binning method, we have developed semi-global image intensity and feature information descriptors. As illustrated in figures 2(b) and 2(c), rather than counting the number of points in a specific bin, we use the average image intensity within the region to form one element of an attribute vector. The Euclidian distance between these two vectors could be calculated as a feature distance measure. However, we know there will be important genuine differences between the intensities and patterns of spots in two gels. This makes Euclidian intensity distance an inappropriate measure. Instead, we have the robust Least Median of Squares (LMedS) measure to calculate the distance between vectors. Using this scheme, we produce two additional distance measures, one associated with the original image intensities (Image Context (IC), figure 2(b)) and another associated with the binary feature image (Feature Context (FC), figure 2(c)) calculated during feature extraction. These measures are combined into a single distance between features using the following formula (neglecting
normalisation): \(d' = \alpha d_{Euc} + (1 - \alpha)(d_{SC} + d_{IC} + d_{FC})/3\), where \(d_{IC}\) and \(d_{FC}\) are distances calculated using LMedS, \(\alpha\) is a weighting factor between the two measures. All measures are normalised over the set of all distances to have mean 0 and standard deviation 1, which ensures equal influence for each measure. Using a closest point method with this distance measure, correspondence can be determined between feature points. Corresponding points are used as control points to estimate CPS parameters. Due to genuine differences in spot pattern and our basic automatic feature extraction scheme we know that correspondences will contain errors. We have used the iterative M-estimation paradigm to down-weight correspondences that are inconsistent with their neighbours. M-estimation calculates weights for each data point based on their residual distance against a model. In our case, residuals are calculated as the Euclidian distance between the predicted position of the feature given by the regularised CPS transform and the associated corresponding point position. We have used the Huber kernel [5] to weight the correspondences. CPS parameters are re-calculated from the weighted correspondences. The process is iterated until convergence.

2.3 Local Image-Based Refinement

A further refinement to [2] addresses the inaccuracy of feature localisation using the centre of gravity of regions within the binary feature image. The centre of gravity of corresponding feature areas in two different gels may not be in the same position on the gels. For this reason, we optimise the position of each point in one image w.r.t. the location of corresponding point in the other. A simple gradient descent process minimises the cross-correlation between local image patches centred at the location of each corresponding pair of points, by adjusting the location of a point in one of the images. The new feature locations are used in subsequent feature matching iterations.

2.4 Convergence Criterion

The criterion chosen to determine algorithm convergence is difficult to define. At present we simply use the mean weighted Euclidian distance between corresponding features (determined in 2.2). If the difference between this value at successive iterations is less than \(10^{-6}\) then the algorithm is said to have converged.

3 Evaluation

We have evaluated our point matching algorithm, both with and without local image refinement, in comparison with the softassign approach described in [6]. As subsequent analysis of 2-DE gels requires the comparison of corresponding protein spots, the effectiveness of gel matching algorithms should be measured in terms of the accuracy of alignment of protein spots. To perform this evaluation we require a large set of gel image pairs with annotated spot positions and known correspondence. Ideally, matching difficulty for each pair should be known and should represent the true range found in real data. Data meeting these requirements is not available and, due to the complexity of the images, would be extremely time consuming to produce. Instead, we have used DIGE gel pairs with known spot locations and introduced varying amounts of synthetic deformation to form our test data set. DIGE gels [7] are produced using protein mixtures that are pre-stained with different fluorescent dyes. The dyes are chosen to fluoresce under different frequencies of UV light. After staining, up to three samples can be mixed together and run on a single gel. Corresponding proteins from different samples will migrate to exactly the same place on the gel and be coincident in gel images. To retrieve images from the separate samples, the gel is illuminated with the excitation frequency for each of the dyes, allowing pairs of images to be produced with perfect correspondence but showing genuine sample differences. In this evaluation, we have used 5 pairs of DIGE gel images, each with \(\sim 650\) annotated spot positions. Using these images, we created a large evaluation data set by introducing varying amounts of synthetic deformation to one of the images of each pair. The amount of deformation has been controlled as follows: 10 control points are sampled from a uniform random distribution. 10 random offsets are sampled from a Gaussian with known \(\sigma\). A smooth Gaussian RBF transformation \((p = 0.05)\) is calculated using the control points and offsets and used to transform a gel image and its spot positions. Increasing the value of \(\sigma\) increases the amount of deformation. An estimate of the deformation energy \(E\) can be calculated from the parameters of the RBF \((E = \sum_{\text{diag}(\hat{A}^T \hat{A})})\). Figure 1 shows examples of images deformed using different values of \(\sigma\). In our evaluation, \(\sigma\) has been varied linearly in 10 steps between 0.005 \(\rightarrow\) 0.05 \((E : 0.0061 \rightarrow 1.2)\). By observation, the top end of this range greatly exceeds the maximum amount of deformation required to align corresponding gels in practice. At each value of \(\sigma\), we have created 5 randomly deformed images from each DIGE pair. This gives a total of \(5 \times 5 \times 10 = 250\) gel alignments, each with \(\sim 650\) spots. After gel alignment, the recovered transformation is used to transform the spot locations to their estimated position in the un-deformed gel. We have measured the residual Euclidian distance between the transformed spots and their ground-truth position \((r)\). Residual \(r\) is reported as a proportion of the maximum dimension of the associated gel image. In this way, \(r = 0.01\) represents an error of 1% of image size.

4 Results and Discussion

Figure 3(a) shows mean and standard deviation of \(r\) after alignment for each algorithm: Point Matching with Refinement (PMR), Point Matching (PM) and SoftAssign (SA). The results are plotted against mean deformation
energy ($\bar{E}$) over replicates at each value of $\sigma$. A residual value of $r = 0$ indicates a perfect recovery of the alignment of a protein spot. Results for the set of 5 images have been combined and as such each data point represents $\sim 16250$ point residuals. Also shown in figure 3(a) are values for un-aligned point residuals (Orig) showing the amount of deformation in the original data in terms of point residual. The data for PM and PMR are almost coincident on the scale of figure 3(a). Figure 3(b) shows the same data, this time including only the first 7 groups for PM and PMR. Large error bars on groups 8 $\rightarrow$ 10 prevent easy visual comparison of group means, and so have not been displayed on this figure. Each algorithm produces reduced residuals compared to the original deformations. However, Both PM and PMR are significantly more accurate than SA. SA is a state-of-the-art general purpose global point matching scheme. In this case, our carefully designed task-specific multi-resolution local refinement scheme performs significantly better. The SA scheme in [6] would have to be significantly redesigned in a multi-resolution framework to obtain similar accuracy as our PM or PMR algorithms. Figure 3(b) shows that PMR, which uses local image refinement, produces consistently lower residuals than PM. The reduction in residual mean is significant at the 0.01 level for all groups, except when $\sigma = 0.045(\bar{E} \approx 0.75)$. The mean residual achieved by both methods is almost constant up to a bending energy of $\bar{E} \approx 0.25$, showing robustness to deformations up to this magnitude. We have observed that this is a realistic upper level for the amount of deformation required to align most 2-DE gel pairs, however further work is required to validate this. PM and PMR give a residual value of $r \approx 10^{-3}$ for the $\bar{E} \approx 0.25$ group, which corresponds to a mean protein spot location residual of 1 pixel in a 1000 $\times$ 1000 pixel image. For a gel registration system to be of use in practice, alignment must be accurate across the entire gel. If groups of misaligned spots are present manual validation and correction of results would be required. This is a time-consuming and subjective process which should be avoided. We have evaluated the numbers of large point residuals by counting the number of residuals greater than a threshold. Tables 1(a) and (b) show the percentage of residuals larger than 1% and 2% of image size for a selection of values of $\bar{E}$. For users to have high confidence in a gel alignment system, very few large residuals must be produced. Using 1% of image size (10 pixels in a 1000 $\times$ 1000 pixel image) as a threshold, both PM and PMR produce fewer than 45 large residuals out of $\sim 16500$ measurements. Using the 2% threshold both produce less than 10 large residuals. In contrast, SA results in $\sim 780$ and $\sim 1400$ respectively. The small numbers of large residuals produced demonstrates that either PM or PMR may be suitable for use for automatic gel alignment.

5 Summary
We have presented a robust and accurate point matching based 2-DE gel alignment algorithm. The algorithm uses a novel combination of Euclidian, shape context, image and feature based attributes to produce a point distance measure capable of determining good correspondence between protein spot point sets. This correspondence is further improved using an iterative M-estimation approach. Adding a local refinement step based on image intensities has been shown to improve significantly alignment accuracy. Our algorithms have been shown to out-perform the softassign approach described in [6]. The high accuracy of the system together with the small number of large spot alignment errors indicates that this system shows promise for use in practical gel alignment situations.
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<table>
<thead>
<tr>
<th>$\bar{E}$</th>
<th>0.01</th>
<th>0.08</th>
<th>0.25</th>
<th>1.02</th>
<th>$\bar{E}$</th>
<th>0.01</th>
<th>0.08</th>
<th>0.25</th>
<th>1.02</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM</td>
<td>0.15</td>
<td>0.015</td>
<td>0.26</td>
<td>11.29</td>
<td>PM</td>
<td>0</td>
<td>0.01</td>
<td>0.04</td>
<td>8.19</td>
</tr>
<tr>
<td>PMR</td>
<td>0.02</td>
<td>0.013</td>
<td>0.21</td>
<td>10.28</td>
<td>PMR</td>
<td>0</td>
<td>0.01</td>
<td>0.07</td>
<td>7.72</td>
</tr>
<tr>
<td>SA</td>
<td>64.93</td>
<td>71.33</td>
<td>84.1</td>
<td>93.77</td>
<td>SA</td>
<td>15.62</td>
<td>30.94</td>
<td>48.54</td>
<td>79.35</td>
</tr>
</tbody>
</table>

(a) $r > 1\%$ image size
(b) $r > 2\%$ image size

Table 1. Percentage of residuals greater than 1% and 2% of image size.
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1 Introduction

Whole brain voxel-based morphometry and statistical pattern recognition methods have been used to classify and describe anatomical structures of MR images. Most of these methods are based on statistical learning techniques applied to either segmented images or a number of features pre-selected from specific image decomposition approaches. Although such pre-processing strategies have overcome the difficulty of dealing with the inherent high dimensionality of 3D brain image data, most of these approaches rely on optimisation techniques that are time consuming and do not provide a simple way of mapping the classification results back into the original image domain for further interpretation.

In this paper, we use the general multivariate statistical methodology (PCA+LDA) to identify the most discriminating hyper-plane separating two populations. We introduce some novel techniques to overcome the well-known instability of the LDA within-class scatter matrix and increase the computational efficiency of the approach. Our goal is to analyse all the data simultaneously rather than feature by feature. The result is an efficient and practical method for separating two populations and visually analysing their differences.

2 Methodology

Before we can analyse the MR images we need to map all images into a common atlas coordinate system. This pre-processing step is essential because the construction of the multivariate statistical model relies on anatomical correspondences when comparing patterns across subjects. We have randomly chosen the image of one subject as reference or atlas. In order to map the anatomy of each subject into the anatomy of the atlas we have first applied an affine registration [1] followed by non-rigid registration based on free-form deformations [2]. Both algorithms are based on the maximisation of normalised mutual information as a voxel-based similarity measure.

2.1 PCA

After registration, the Principal Components Analysis (PCA) technique is performed. PCA is a feature extraction procedure concerned with explaining the covariance structure of a set of variables through a small number of linear combinations of these variables. It is a common statistical technique that has been used in several image recognition problems, especially for dimensionality reduction.

Although there is always the question of how many principal components to retain in order to reduce the dimensionality of the original training sample, Yang and Yang [3] have proved recently that the number of principal components to retain for a best LDA classification performance should be equal to the rank $m$ of the total covariance matrix $S$ composed of all the training patterns and given by

$$ S = \frac{1}{(N-1)} \sum_{j=1}^{N} (x_{i,j} - \bar{x})(x_{i,j} - \bar{x})^T, \quad (1) $$

where $x_{i,j}$ is the $n$-dimensional pattern $j$ from class $\pi_i$, $N$ is the total number of samples, and $\bar{x}$ is the grand mean vector given by
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The $m$ principal components can then replace the initial $n$ features and the original data set, consisting of $N$ measurements on $n$ variables, is reduced to a data set consisting of $N$ measurements on $m$ principal components. For this representation to make sense in statistical classification problems we are making the assumption that the distributions of each class or group are separated by their corresponding mean differences.

### 2.2 LDA

The primary purpose of Linear Discriminant Analysis (LDA) is to separate samples of distinct groups by maximising their between-class separability while minimising their within-class variability. Let the between-class scatter matrix $S_b$ be defined as

$$S_b = \sum_{i=1}^{g} N_i (\bar{x}_i - \bar{x})(\bar{x}_i - \bar{x})^T,$$

(3)

and the within-class scatter matrix $S_w$ be defined as

$$S_w = \sum_{i=1}^{g} (N_i - 1) S_i = \sum_{i=1}^{g} \sum_{j=1}^{N_i} (x_{i,j} - \bar{x}_i)(x_{i,j} - \bar{x}_i)^T,$$

(4)

where $x_{i,j}$ is the $m$-dimensional pattern $j$ from class $\pi_i$, $N_i$ is the number of training patterns from class $\pi_i$, $g$ is the total number of classes or groups, and $\bar{x}$ is the grand mean vector defined in equation (2). The vector $\bar{x}_i$ and matrix $S_i$ are respectively the unbiased sample mean and sample covariance matrix of class $\pi_i$.

The main objective of LDA is to find a projection matrix $P_{lda}$ that maximises the ratio of the determinant of the between-class scatter matrix to the determinant of the within-class scatter matrix (Fisher’s criterion), that is

$$P_{lda} = \arg \max_p \frac{|p^T S_b p|}{|p^T S_w p|}.$$  

(5)

It is a proven result [4] that if $S_w$ is a non-singular matrix then the Fisher’s criterion is maximised when the projection matrix $P_{lda}$ is composed of the eigenvectors of $S_w^{-1}S_b$ with at most $(g - 1)$ nonzero corresponding eigenvalues. This is the standard LDA procedure.

However, the performance of the standard LDA can be seriously degraded if there are only a limited number of total training observations $N$ compared to the dimension of the feature space $m$. Since the within-class scatter matrix $S_w$ is a function of $(N - g)$ or less linearly independent vectors, its rank is $(N - g)$ or less. Therefore in the problem under investigation where the number of training patterns is comparable to the number of features, $S_w$ might be singular or mathematically unstable and the standard LDA cannot be used to perform the task of the classification stage.

### 2.3 MLDA

In order to avoid both the singularity and instability critical issues of the within-class scatter matrix $S_w$ when LDA is used in such limited sample and high dimensional problem, we have proposed a maximum uncertainty LDA-based approach (MLDA) to overcome the instability of the $S_w$ matrix [5]. It is based on the maximum entropy covariance selection method developed to improve quadratic classification performance on limited sample size problems [6].

The proposed method considers the issue of stabilising the $S_w$ estimate with a multiple of the identity matrix by selecting the largest dispersions regarding the $S_w$ average eigenvalue. The following selection algorithm expands only the smaller and consequently less reliable eigenvalues of within-class scatter matrix $S_w$:

i. Find the $\Phi$ eigenvectors and $\Lambda$ eigenvalues of $S_p$, where $S_p = S_w/[N - g]$:
ii. Calculate the $S_p$ average eigenvalue $\overline{\lambda}$ using
\[
\overline{\lambda} = \frac{1}{m} \sum_{j=1}^{m} \lambda_j = \frac{\text{tr}(S_p)}{m};
\]

iii. Form a new matrix of eigenvalues based on the following largest dispersion values
\[
\Lambda^* = \text{diag}\{\max(\lambda_1, \overline{\lambda}), \max(\lambda_2, \overline{\lambda}), ..., \max(\lambda_m, \overline{\lambda})\};
\]

iv. Form the modified within-class scatter matrix
\[
S_w^* = S_p^*(N - g) = (\Phi^T \Phi)^{-1}(N - g).
\]

The maximum uncertainty LDA is constructed by replacing $S_w$ with $S_w^*$ in the standard Fisher's criterion formula described in equation (5). It is a straightforward method that overcomes both the singularity and instability of the within-class scatter matrix $S_w$ when LDA is used in limited sample and high dimensional problems.

3 Experiments

To demonstrate the effectiveness of the approach, we have used a neonatal MR brain data set that contains 67 preterm infants at term equivalent age (mean 29.7, range 24-34 weeks post-menstrual age), and 12 term born controls (mean 39.3, range 36-42 weeks post-menstrual age). Ethical permission for this study was granted by the Hammersmith Hospital Research Ethics Committee and informed parental consent was obtained for each infant. Infants were sedated for the examination but did not require mechanical ventilation at the time of MR imaging. Pulse oximetry, electrocardiographic and televiual monitoring were used throughout the examination which was attended by a paediatrician. A 1.5 T Eclipse MR System (Philips Medical Systems, Cleveland, Ohio) was used to acquire high resolution T1 weighted images (TR=30ms, TE=4.5ms, flip angle = 30°). In addition to conventional T1 and T2 weighted image acquisition, volume datasets were acquired in contiguous sagittal slices (in-plane matrix size 256 x 256, FOV = 25cm) with a voxel size of 1.0 x 1.0 x 1.6 mm³.

We have performed two main tasks: classification and visual analysis. First a training matrix composed of $N$ zero mean $n$-dimensional image vectors is used as input to compute the PCA transformation matrix. The columns of this $n \times m$ transformation matrix are eigenvectors, in eigenvalues descending order. The $N$ zero mean image vectors are projected on the principal components and reduced to $m$-dimensional vectors representing the most expressive features of each one of the pre-processed $n$-dimensional image vector. Afterwards, this $N \times m$ data matrix is used as input to calculate the MLDA discriminant eigenvector. The most discriminant feature of each one of the $m$-dimensional vectors is obtained by multiplying the $N \times m$ most expressive features matrix by the MLDA linear discriminant eigenvector. An analogous procedure, but in reverse order, has been used to convert any point on the most discriminant space back to its corresponding $n$-dimensional image vector. More specifically, first we multiply that particular point by the transpose of the linear discriminant vector previously computed, then we multiply its $m$ most expressive features by the transpose of the principal components matrix, and finally we add the average image calculated in the training stage to the $n$-dimensional image vector.

4 Results

Figure 1 presents the leave-one-out recognition rate (rr) of the two-stage linear classifier using the affine and non-rigid registration algorithms as pre-processing techniques. As expected, the classification results obtained by the non-rigid registration algorithms are higher than the one obtained by an affine transformation, achieving a maximum recognition rate of 97.47% with a control point spacing of 5mm.
Figure 2 highlights the statistical differences between the preterm infants (shown on the top) at term equivalent age and the control group (bottom) mapped back (without the mean) into the image domain. We can see clearly differences in the ventricular system, the posterior limb of the internal capsule, the corpus callosum area, and the inter-hemispheric fissure.

<table>
<thead>
<tr>
<th>Registration</th>
<th>rr (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Affine</td>
<td>91.14</td>
</tr>
<tr>
<td>Non-rigid (10mm)</td>
<td>96.20</td>
</tr>
<tr>
<td>Non-rigid (5mm)</td>
<td>97.47</td>
</tr>
<tr>
<td>Non-rigid (2.5mm)</td>
<td>93.67</td>
</tr>
</tbody>
</table>

Figure 1. Classification results.

Figure 2. Visual statistical differences.

5 Conclusion

This paper describes the idea of using PCA plus the maximum uncertainty LDA-based approach to classify and analyse MR brain images. The methodology proposed has been performed directly on the MR intensity images rather than on segmented versions of the images. Our results indicate that the use of non-rigid registration in the pre-processing step and the two-stage linear classifier make clear the statistical differences between the control and preterm neonatal samples, showing a classification accuracy of 97.47% using the leave-one-out method.

Although the experiments carried out were based on a specific preterm infants database, we believe that such multivariate statistical strategy for targeting limited sample and high dimensional problems provides a suitable framework for characterising and analysing the high complexity of MR images in general.
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Computing Covariances for “Mutual Information” Coregistration
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Abstract. Mutual information (MI) has become a popular similarity measure in multi-modality medical image registration since it was first applied to the problem in 1995. This paper describes a method for calculating the covariance matrix for MI coregistration. We derive an expression for the covariance matrix by identifying MI as a biased log-likelihood measure. The validity of this result is then demonstrated through comparison with the results of Monte-Carlo simulations of the coregistration of T1-weighted to T2-weighted synthetic MRI scans of the brain. We conclude with some observations on the theoretical basis of MI as a log-likelihood.

1 Introduction

The use of MI as a similarity measure for multi-modality coregistration was first proposed in 1995 [1], and it has since become the most popular information-theoretic approach to this problem. Research into coregistration has generally focused on the definition of similarity metrics or on the representation of the transformation model. There is however a growing recognition that characterisation of the accuracy of coregistration is essential if further quantitative processing of the images is to be performed using the resultant transformation model. For example, Crum et. al. [2] state that “...the veracity of studies that rely on non-rigid registration should be keenly questioned when the error distribution is unknown and the results are unsupported by other contextual information”. We present an analytical expression for the covariance matrix of the parameters of MI coregistration, based on the identification of the measure as a biased log-likelihood. This is only the first step towards a full characterisation of the error for the general coregistration problem: for example, it takes no account of the difference between image similarity and biological correspondence. It does however provide a lower bound on the error, which may be achievable for certain coregistration problems and definitions of correspondence.

Mutual information $I(I, J)$ measures the Kullback-Leibler divergence [3] between the joint probability distribution $p(i, j)$ of two images or image volumes $I$ and $J$ and the product of their marginal distributions $p(i), p(j)$ [3],

$$I(I; J) = \sum_{i,j} p(i, j) \log \frac{p(i, j)}{p(i) p(j)}$$

i.e. the divergence of the joint distribution from the case of complete independence of the images, where the sum is performed over a joint intensity histogram of the image pair. Therefore, maximisation of this measure with respect to a set of coregistration parameters will optimise the image alignment. Following [4], we can split the sum into

$$I(I; J) = \sum_i p(i) \log \frac{1}{p(i)} + \sum_{i,j} p(i, j) \log \frac{p(i, j)}{p(j)}.$$ 

Recognising that the first term on the R.H.S. is the entropy $H(I)$ of image $I$ [3] and that in the limit of large samples $p(i, j) = N_{ij}/N$, where $N_{ij}$ is the number of entries in histogram bin $(i, j)$ and $N$ is the total number of entries in the histogram, we obtain

$$N[I(I; J) - H(I)] = \sum_v \log \frac{p(i, j)}{p(j)} = \log P(I|J),$$

where $v$ represents a sum over voxels rather than histogram bins, and $P$ represents a probability summed over an entire pair of images or volumes. At this point we can make the arbitrary definition that $I$ is the target (fixed) image and $J$ the source image i.e. the image altered by the transformation model. If we ensure that the data sampled from the target image does not change by keeping the overlap with the source image constant\(^1\), $H(I)$ will be a constant, indicating that MI is then a monotonic function of the log-probability of image $I$ given image $J$,

$$\log P(I|J) = N[I(I; J)] + \text{const.} \quad (1)$$

\(^1\)Excluding an appropriately sized border around the target image will ensure that all of the remaining data overlaps the source image throughout the optimisation.
The covariances for a maximum-likelihood (ML) method are bounded by the minimum variance bound (MVB) [5]
\[
C^{-1}_{\theta.s.} = -\frac{\partial^2 \log L}{\partial \theta_r \partial \theta_s} \bigg|_{\theta_0}
\]
where the \( \theta \) represent parameters of some model, \( L \) represents the likelihood function, and \( \theta_0 \) represents the parameters at the maximum of \( L \). This bound becomes exact if the log-likelihood is quadratic i.e. the likelihood function is Gaussian. Proceeding with the Gaussian assumption, we can write
\[
L = \prod_d A_d e^{-\frac{(I_d - I_M)^2}{2\sigma^2_d}} \Rightarrow \log L = \sum_d \frac{(I_d - I_M)^2}{2\sigma^2_d} + \log A_d \Rightarrow \frac{\partial^2 \log L}{\partial \theta_r \partial \theta_s} \bigg|_{\theta_0} = \sum_d \frac{1}{\sigma^2_d} \frac{\partial I_M}{\partial \theta_r} \frac{\partial I_M}{\partial \theta_s} \bigg|_{\theta_0}
\]
where \( A_d \) is the normalisation of the Gaussian, \( I_d \) are the data and \( I_M \) the corresponding model predictions, and \( \sigma_d \) is the standard deviation of the data. Note that any constant normalisation of the Gaussian (\( A_d \)) disappears upon differentiation. In simple ML techniques e.g. linear least-squares fitting, the normalisation of \( L \) will indeed be constant. However, the MI measure is a “bootstrapped” likelihood, constructed from the joint histogram rather than from some explicit model and so the usual normalisation (to the area under the distribution) may no longer be constant: for example, simply altering the histogram bin size will alter the normalisation. Fortunately, a solution is available in the form of the \( \chi^2 \) metric. If we normalise to the peak of the distribution, \( A_d \) becomes 1 and disappears upon taking logs. Maximisation of the log-likelihood is then directly equivalent\(^2\) to minimisation of the \( \chi^2 \)
\[
\chi^2 = \sum_d \chi^2_d = \sum_i -2 \log(I_d) \Rightarrow \chi^2_d = \sqrt{-2\log L_d}.
\]
The expression for the MVB can also be rewritten in this form, through comparison with the previous result for a Gaussian likelihood function
\[
\chi^2_d = \frac{(I_d - I_M)}{\sigma_d} \Rightarrow \sum_d \frac{\partial \chi^2_d}{\partial \theta_r} \frac{\partial \chi^2_d}{\partial \theta_s} = \sum_d \frac{1}{\sigma^2_d} \frac{\partial I_M}{\partial \theta_r} \frac{\partial I_M}{\partial \theta_s} \Rightarrow C^{-1}_{\theta} = \sum_d (\nabla_\theta \chi_d)^T \otimes (\nabla_\theta \chi_d) \bigg|_{\theta_0}.
\]
The Gaussian assumption need only hold over a sufficient range around the maximum to allow the calculation of the derivatives, and since in coregistration the likelihood distribution is composed of tens of thousands of individual data terms (voxels) we can expect, due to the Central Limit Theorem, that this assumption will hold.

The equivalent \( \chi^2 \) term in the MI measure can be identified using the log-likelihood from Eq. 1
\[
\log P(I|J) = \sum_i \log \frac{p(i,j)}{p(j)} = \sum_i \log \frac{p(i,j)p(i_{\text{max}},j)}{p(i_{\text{max}},j)} = \sum_i \log \frac{p(i,j)}{p(i_{\text{max}},j)} + \sum_v \log \frac{p(i_{\text{max}},j)}{p(j)}.
\]
The first term on the RHS is the \( \chi^2 \) metric, normalised to the distribution peak \( p(i_{\text{max}},j) \) as required. The second is a bias term dependent on the non-uniform normalisation of the likelihood distribution. This expression elucidates the behaviour of the MI measure: it is a ML measure biased with a term that maximises the “peakiness” of the distributions in the joint histogram, in order to maximise the correlation between equivalent structures in the images. If we assume that the bias term varies slowly compared to the \( \chi^2 \) term, which is reasonable since it depends on the marginal distribution, then Eq. 2 can be used. Applying the chain rule to expand the derivative of \( \chi_v \) (the \( \chi \) for each marginal term i.e. voxel) w.r.t. the model parameters in terms of the likelihood for each voxel \( L_v \) and the voxel values themselves, \( J_v \), gives
\[
C^{-1}_{\theta} = \sum_v \frac{\partial \chi_v}{\partial L_v} \frac{\partial L_v}{\partial J_v} \bigg|_{\theta_0} = \sum_v \frac{\partial \chi_v}{\partial L_v} \frac{\partial L_v}{\partial J_v} \bigg|_{\theta_0}.
\]
and so
\[
C^{-1}_{\theta} = -\sum_v \frac{\partial \chi_v}{\partial \theta_r} \text{\frac{\partial \chi_v}{\partial \theta_s} \bigg|_{\theta_0} = \sum_v \frac{\partial \chi_v}{\partial \theta_r} \frac{\partial \chi_v}{\partial \theta_s} \bigg|_{\theta_0}}.
\]
\(^2\)The \( \chi^2 \) used here refers to the general definition, as used in statistical tests for assessing the adequacy of fitting results for a number of degrees of freedom, not the specific computational forms used for comparing histograms or tables.
2 Method

The covariance estimation technique was tested on the rigid coregistration of T2 to T1 weighted simulated MR image volumes of a normal brain, obtained from Brainweb [6]. Each volume consisted of 55 slices of 217 by 195 voxels, with Gaussian noise added at 1% of the dynamic range. MI coregistration was implemented within the TINA software package (www.tina-vision.net), using simplex minimisation, allowing the coregistration to optimise the rotation (as Euler angles), translation and scaling of the images. The source images were rotated by 5° prior to coregistration in order to suppress interpolation artefacts, following the suggestion by [7]. However, the coregistrations were started from the correct alignment.

Monte-Carlo simulations were run by adding Gaussian noise to the source image at levels of 0.25 to 2.5 times the original image noise, in ten steps of 0.25σ: covariances were calculated from 1000 coregistrations performed at each noise level. Then Eq. 3 was applied at each noise level, taking the median of 100 estimates of the covariances, over a range around the maximum that represented a change of around 0.5% in the χ², in order to stabilise the calculation against the effects of interpolation artefacts, local minima etc. Finally, the estimated and practical (Monte-Carlo) covariances were compared. The covariance matrices were prepared from a set of My vectors of parameters, and so had only My degrees of freedom despite containing M² parameters. It is therefore sufficient to compare only the M diagonal parameters, the variances, or their square-roots, the standard deviations.

3 Results

Fig. 1. shows the dependence of the standard deviations of the transformation model parameters on added noise. The Monte-Carlo results scale linearly with the addition of noise as expected, and linear least-squares fits to the data are shown. Some outliers are present at high noise levels due to bimodality in the Monte-Carlo results: the added noise sufficiently destabilised the coregistration that a local maximum close to the global maximum began to contribute. Therefore, these points were omitted from the fitting process. The estimates from the analytical expression are also shown together with linear fits. The estimated covariances of the translation parameters are identical to the Monte-Carlo results to within the noise on the data. The estimates for the rotational parameters show some divergence, and are also notably noisier, due to the non-linear nature of rotational transformations. The estimates for the scaling parameters show the greatest divergence at the higher noise levels. This is due to an effective underestimate of the covariance through the Monte-Carlo experiments. The scaling parameters are more susceptible to interpolation artefacts than the other parameters, leading to oscillations in the similarity metric around the global maximum. The Monte-Carlo results tend to fall into the local optima generated by these oscillations, leading to underestimation of the covariances, whereas the estimated covariance was stabilised against this effect by taking the median value over 100 points around the global maximum. The sources of the differences between the Monte-Carlo and estimated covariances were identified by plotting the likelihood function around its maximum. Overall, all of the estimated covariances either match the Monte-Carlo results closely, or converge at low noise levels, and are always within a factor of two.

4 Conclusion

This paper has provided a derivation of an analytical expression for the covariances of the parameters of MI coregistration. The result had been confirmed through comparison with Monte-Carlo simulations. The estimated variances match the Monte-Carlo results, both confirming the validity of the covariance estimation technique and justifying the assumption that the MI bias term is negligible in this case.

The covariance estimate presented here has a number of practical uses. Equivalence between estimated and Monte-Carlo variances can be used to demonstrate numerical stability in the implementation of a coregistration algorithm. Error propagation can be used to calculate spatial errors on voxel locations from the covariance matrix of the transformation model. Finally, the technique is equally valid for non-rigid coregistration, where the coregistration errors will vary spatially and so must be quantified if any further statistical analysis of the data is to be performed.

The derivation also illustrates some features of MI in general. Most important is the relationship between MI and log-likelihood. The consistency between the estimated covariances and the practical coregistration performance confirms that this interpretation is valid. We maintain that this is the true theoretical basis of the method, rather than the assumption that the MI bias term is negligible.
than its relationship to concepts of entropy. The likelihood interpretation may also provide new perspectives on mutual information and associated similarity measures, suggesting alternatives based on quantitative statistics. For instance, normalised MI measures [7] are currently used for coregistration problems with varying sample sizes. The approach adopted here suggests using a $\chi^2$ metric i.e. an appropriately normalised log-likelihood, accommodating the variation in sample size as a change in the number of degrees of freedom. Ultimately, this could lead to a coregistration algorithm implemented in expectation-maximisation form.
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Abstract. The aim of non-rigid registration as applied to a set of images is to find a ‘meaningful’ dense spatial correspondence across the set. There are many methods available for finding such a correspondence given a pair of images, but viewing the groupwise case as repeated successive pairwise is rather naïve – the principled non-rigid registration of groups of images requires a fully groupwise objective function. Statistical analysis of the spatial and pixel-value deformations across the set (as defined by the found correspondence), means that these deformations have to be defined with respect to a common spatial and pixel value reference. We show how the optimal groupwise correspondence can be defined using the Minimum Description Length (MDL) principle, where the definition of the spatial and pixel-value reference is also part of the optimisation. We demonstrate the use of such an objective function for the non-rigid registration of a set of 2D T1-weighted images of the human brain. As regards constructing the optimal reference image, we show that even in the case when substantial portions of the images are missing, the algorithm not only converges to the correct solution, but also allows meaningful integration of image data across the training set, allowing the original image to be reconstructed as the reference image.

1 Introduction

The aim of a non-rigid registration algorithm, as applied to a set of medical images, is to find a ‘meaningful’ dense correspondence across the whole set of images. There are many methods of pairwise registration available (for a review, see [16]), and such registration methods are obviously sufficient for applications such as comparison to an atlas [2]. However, in any application where the statistical analysis of the resulting deformation fields is required – such as the modelling of biological variability, or of assisting in disease diagnosis across the population – performing repeated pairwise registrations over the set of images is, at best, naïve. To facilitate useful statistical analysis, the registration of the group of images needs to be considered as a single problem, so that the parameters of the warps on all of the images lie in a common manifold. We have previously [7] considered a method of non-rigid registration that ensures that there is a common set of knotpoints that define the warps across all of the images. In this paper, we extend that work by considering a groupwise objective function for non-rigid registration.

There is an important distinction to be made between intra-subject as opposed to inter-subject registration. In intra-subject registration there is often some actual physical process determining the observed deformation (e.g., tissue deformation due to patient position, the needle insertion or organ motion). Alternatively, the deformation may be viewed as the result of some long-term biological process (e.g., natural growth, tumour growth, or atrophy, as in dementia). The most suitable choice of registration algorithm is hence one that closely models the underlying process, leading to physically-based registration algorithms (e.g., [4, 5]), or physically-based models (e.g., [9]) that can be used to evaluate the results of non-rigid registration algorithms. However, in inter-subject registration there is no longer a direct underlying physical or biological process that generates the observed data. We therefore contend that, in the absence of expert anatomical knowledge (i.e., for the case of purely automatic registration), the meaning of correspondences should be derived purely from the available data (i.e., the set of images). Further, any statistical inferences that we make about the data should not depend on hypothetical data-generating processes; an assumption that underlies parameter estimation techniques such as maximum likelihood. The Minimum Description Length (MDL) [8] and Minimum Message Length (MML) [15] principles are closely related approaches [1] to model-selection and statistical inference that satisfy these restrictions.

The MDL principle has previously been shown to give excellent results when applied to the correspondence problem in shape modelling [3]. However, naïve attempts at extending the methods described there to images have not been successful [11]. This paper describes the application of the ideas developed in [13, 14].

2 The MDL Principle applied to Groupwise Registration: A Brief Overview

We give here a brief overview of the MDL principle as applied to image registration; for further details, see [13,14]. The key idea is to consider transmitting the full set of quantized images to a receiver, where this image set has been encoded using some type of model. For the case of non-rigid registration, this transmission can be taken to consist of the following parts:
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• The reference example or template – this defines the common spatial and pixel-value reference for the set.
• A set of spatial and pixel/voxel value deformations. These can be separated into:
  – A explicitly modelled part – model parameters and the data as represented by the model.
  – Any residual deformations.

The model can be either an explicit parametric statistical model (such as a multivariate Gaussian), or the empirical distribution of the actual data (that is, the histogram of the data values). In either case, the receiver reconstructs the reference image, and then applies the specified spatial and pixel-value deformations to this reference, so as to reconstruct exactly each image in the training set.

The total transmission/description length $L$ can then be written as a sum of corresponding terms thus:

$$L = L_{\text{reference}} + (L_{\text{params:model}} + L_{\text{data:model}}) + L_{\text{residual}}.$$  

### 2.1 Computing Description Lengths

The actual description lengths for the transmission of one parameter or one piece of data are computed using the fundamental result of Shannon [10] – if there are a set of possible, discrete events $\{i\}$ with associated model probabilities $\{p_i\}$, then the optimum code length required to transmit the occurrence of event $i$ is given by:

$$L_i = -\ln p_i \text{nats},$$  

where the nat is the analogous unit to the bit, but using a base of $e$ rather than base 2, so that $e$ bits $\equiv 1$ nat. So, for the case of a statistical model, the probability is that given by the model.

The other case we consider is where we wish to transmit an unbounded, quantized data value, or an integer. The two are equivalent, as a quantized data value can always be reduced to an integer. The approximate description lengths are as follows:

**Unsigned Integer:** $n \in \mathbb{Z}^+$, $L_{\mathbb{Z}^+}(n) \approx \frac{1}{e} + \ln(n)$ nats,

**Signed Integer:** $n \in \mathbb{Z}$, $L_{\mathbb{Z}}(n) \approx \frac{2}{e} + \ln(n)$ nats.  

We can hence compute the description length for transmitting a quantized, pixelated grayscale image $I$ with $N_I$ pixels according to the image histogram of that image. Suppose that the pixel-values $\{I(A) : A = 1, \ldots N_I\}$ are integers in the range $[1 : N]$, and that there are $N_m$ pixels in the image with the value $m$, with occupied bins situated at positions $\{m_a\}$. Using this image histogram as the model, this gives the associated probability $p(m) = N_m/N_I$. The transmission then consists of the positions of the occupied bins (assuming a flat distribution over the allowed range), the occupation of each bin, and then finally the ordered set of actual pixel values in the image, encoded using the histogram as model. The description length is hence:

$$L_{\text{histogram}} = -\sum_{a} \ln \left( \frac{m_a}{N} \right) + \sum_{a} L_{\mathbb{Z}^+}(N_{m_a}) - \sum_{A=1}^{N_I} \ln p(I(A)),$$

which is a form of image encoding that we will use later on.

### 2.2 A Simple MDL Algorithm for Image Registration

We here describe a simple MDL algorithm for image registration. This algorithm has the advantage that it can bootstrap itself from the assumption of the identity transform between image frames, and hence can be used to initialize other more complicated algorithms.

We take a set of training images $I_1, \ldots, I_{n_t}$, and a reference image $I_{\text{ref}}$, where for each training image we have the spatial transformation $t_i$ between the reference and image planes, as shown in Figure 1. A set of such transformations $\{t_i\}$ is sufficient to define a consistent dense correspondence across the set of images, and in this formulation, these transformations are the only free parameters of the encoding. For a given set of transformations, the reference image is taken as the average of the set of training images, pulled-back into the frame of the reference. We also transmit the discrepancy images given by calculating the discrepancies between each training image and the reference image pushed-forward into the frame of each training image. The description length for transmitting the set of transformations $\{t_i\}$, the reference image, and the set of discrepancy images is then computed, and used as the objective function for defining the optimal set of such transformations. See [13] for further details.

### 3 Experiments

#### 3.1 Non-Rigid Registration

As an example, we take as our training set a set of $n_t = 5$ 2D axial T1 MR slices of human brains, which have already been affinely aligned. The images are 8-bit grayscale images of size $N_I = 100 \times 100$. We take as our
parameterised set of transformations the biharmonic Clamped-Plate splines (CPS) [12]. The CPS interpolates the
motion of a set of knotpoints, hence the parameters of a transformation \( t_i \) are the initial and final positions of those
knotpoints. The bounding ball for these splines was taken to be the circumcircle of the images. The reference
image and discrepancy images are all encoded using the histogram encoding given earlier (4) with \( N = 256 \) for
the reference, and \( N = 512 \) for the discrepancy images. Following [6], we first generate a set of \( n_k = 10 \)
equidistantly spaced knotpoints around the skull for each image, these being averaged to give the reference image
template positions that remain fixed, and provide us with our spatial reference. For the purposes of illustration,
the image knotpoint positions were initialised to the reference knotpoint positions, so that the transformation
starts at the identity. Optimising the set of transformations \( \{ t_i \} \) then corresponds to optimising the set of knotpoint
positions on each image. It can be seen in Figure 2 that, as the optimisation proceeds, the reference image sharpens.
We see that the structures in the vicinity of the knotpoints are aligned, giving a clear distinction in the reference
image between skull, CSF, and the brain surface. The brain structures far from the knotpoints (i.e., the ventricles
and sulci) are only approximately aligned, as we would expect. Note also that the final reference does not have the
same skull shape as any of the originals. In these results we have only shown the first stage in the registration – as
in [6], the registration would be refined by adding more knotpoints, and then re-optimising.

3.2 Optimising the Reference Image

We could have used one of the training examples itself
as the reference image – however it is well known that
changing the choice of reference can greatly change the
final results when it comes to atlas construction.
Bhatia et al. [2] perform groupwise registration to a
varying spatial reference, yet use a fixed example from
the training set as the intensity reference. The problem
with such a fixed choice of intensity reference is illus-
inated in the following example. We take a seed image
of a brain slice, and generate a training set of transformed versions of this seed image by translating and re-
sampling. We then obscure part of the brain in each training example, as is shown in Figure 3. It is obvious that
using any of these training examples as the intensity reference (e.g., as in [2]) will give poor results, since none of
the training examples contain all of the structures present in the seed image. However, as can be seen from the Fig-
ure, aligning to the continually-updated mean produces good results, with all the examples being brought into the correct relative alignment. Note, however, that the MDL formulation is not limited just to the choice of the mean of the aligned images as the intensity reference — the values of the reference image are a part of the model, and so could theoretically be optimised over. This is illustrated in Figure 4, where we take the set of transformations given in the previous Figure, but rather than computing the mean, we instead compute the median of the aligned training examples. As can be seen, this not only gives a much smaller description length, but also a reference image that is closer to the seed image.

4 Discussion & Conclusions

We have considered the problem of simultaneously registering entire sets of images, as is necessary for the statistical analysis of image warps to assist in disease diagnosis. In this paper, we have demonstrated that an objective function based on the Minimum Description Length (MDL) principle can be used for this groupwise registration. While here we have demonstrated results using only T1-weighted MRI images, we have shown in previous work [14] that all of the common objective functions used for image registration can be described as modelling choices within the MDL framework, so that the extension to multi-modal images involves merely a change of modelling choice. Similarly, the extension to non-scalar valued images (such as DT-MRI) is also possible, and is currently under investigation.

In the experiments presented in this paper, the reference image was chosen to be the mean or median average image of the aligned training set. We could also have refined this reference image using the MDL objective function, which may have further improved the results — this will be investigated in future work. The experiments that we have presented clearly demonstrate the power of the method: even when different regions of the images are masked off, the algorithm still converges to the correct answer, since there is sufficient information in the entire set of images. This is only possible because the reference image for both spatial and intensity information is a function of all of the images in the group. This paper has demonstrated a successful proof-of-concept for the groupwise objective function that we propose. Demonstrating the method on multi-modal images, and in 3D, does not provide any theoretical difficulties, and will be followed-up in the future.

Acknowledgements. Our thanks to A. Fitzgibbon for suggesting the missing data experiment. This research was supported by the MIAS IRC project, EPSRC grant number GR/N14248/01.
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Abstract. A shape is modelled as an average planar shape and analysed in terms of a score defined in the model. While most conventional methods of shape analysis have focused on shapes characterised by clear landmarks, in this paper the proposed model is for shapes having few or no clear landmarks. Building on our previous work for generating an average shape, the proposed model additionally provides a concept of a score by which shapes are transformed into numeric variables. This offers a simple and universal method of analysis. It also employs an approximation by basis using Berthilsson’s algorithm, which shows a good quality in aligning. The model is applied to an example and its result is compared using a noble score defined in terms of the model to an average generated with a uniform distribution.

1 Introduction

A number of methods in shape modelling have been proposed over the last two decades. Kendall [7] grouped shapes with an equivalence relation and defined shape on a differential manifold, a sphere with a Procrustean metric on it. Bookstein’s triangular shape [2] is modelled on a sphere via the complex plane, but with a different metric from Kendall’s. Pennec et al [9] modelled a shape as a combination of a feature (such as a point or curve) and a transformation. Both the feature set and transformation set constitute differential manifolds.

Deformable models defined by an energy minimisation mechanism [6] [3] have been an active area of medical imaging and shape analysis research. Bookstein’s [3] decomposition of deformation, by affine and non-affine transformations, accelerated research of related topics. A displacement between two sets of landmarks is expressed using the fundamental solution of a biharmonic equation. He adopts bending energy, a bit differently from [6] and formulates a warp function. The whole warp of the displacement is visualised as a thin-plate spline. This method has been widely applied in many areas.

Cootes et al’s model for an average shape [4], a Point Distribution Model is efficient and easy to apply and test. In particular, shape variations are described by an eigenstructure in a comprehensive manner. Their model called the Active Shape Model is one of the most commonly adapted methods. However, the intrinsic linearity of the model sometimes results in an average shape that deviates from a population where samples have few clear landmarks.

Sparr [10] models shapes, such as polyhedrons, with an equivalence relation in a projective space. A shape is represented by an annihilator-like concept called Affine Shape; it is an orthogonal complement of a span of bases. Berthilsson and Åström [1] extend Sparr’s idea to a shape represented by a continuous curve as a member of the Hilbert space $L^2[0, 1]$, the set of square integrable functions on the interval $[0,1]$, and suggest an algorithm for generating bases for the Hilbert space. Combining the ideas of Affine Shape for an infinite dimensional linear space [1] and Active Shapes [4], Ericsson and Åström propose an Affine Invariant Active Shape and show a model generated with their algorithm turns out to be more efficient than a method using Minimum Description Length [5].

Conventional methods of shape analysis mostly characterise a model in terms of landmarks, usually a small number of landmarks and so correspondence among landmarks is of great importance in their models [7], [2], [4]. The manual landmarking process for these methods is tedious and the automated processes currently being developed often has limited accuracy. This paper proposes a method of generating an average of shapes and a definition of a score characterising shape as numeric variables for an analysis of the average. The model provides a way for shape analysis of medical objects having few or no clear landmarks and consisting of dense point-sets. It uses the definition of an average shape suggested previously in [8] where a planar shape is regarded as a continuous function and shapes represented by closed curves are modelled on the Wiener measure space. This paper deals with shapes represented by open curves and adds a concept of a score to our previous work. The model for open curves includes parameterisation whilst the previous work [8] does not. For an alignment at the initial stage of modelling, shapes are approximated by a finite number of bases of the Hilbert space $L^2[0, 1]$. The bases of the Hilbert space are generated principally with the algorithm for Affine Shape in [1].

The background used in the model and modelling shape represented by open curves are introduced in section 2. The resulting average shape of an example generated from the method and an analysis by its scores are presented in section 3. Section 4 presents a discussion of the proposed method and conclusions of the work.

\textsuperscript{*}jgkim@robots.ox.ac.uk.
2 Background and modelling

Before outlining the contribution of this paper, two core ideas used in modelling are introduced: generating an average shape in [8] and a definition of a score to globally characterise shape as a numerical variable.

2.1 Average curve defined on the Wiener measure space

In the authors’ previous work [8], a set of planar shapes, represented by closed curves, is considered as a set of continuous functions defined on a bounded interval. The set is regarded as a subset of the Wiener measure space $C_0[a, b]$, the set of all continuous functions defined on the interval $[a, b]$ that vanish at $a$, and an average function of a given set is constructed via the Wiener measure (a probability distribution). Measure theory provides a generalisation of the concepts of size to arbitrary sets and provides the basic framework for probability theory. This subsection is mainly a summary of the work of [8].

Let us assume we are given a set of $m$ curves (point-sets) representing data, $\{x^1, \ldots, x^m\}$, where $x^i \in C_0[a, b]$ for $i = 1, \ldots, m$. Define a function on the set of $m$ curves by $X_t(x) := x(t)$ for $t \in (a, b]$. It is known that the function $X_t$ is measurable on the Wiener space and follows a Gaussian distribution, $N(0, t)$ [11]. Let $T = \{t_1, \ldots, t_n\}$ be a linearly ordered subset of $(a, b]$ and $(X_{t_1}, \ldots, X_{t_n})$ be a random vector (a vector of measurable functions) consisting of them. The setting of a random vector is a difference from [8]. The Wiener integral of the boundaries, depicted in Fig. 1(a). Then the average value of $X_{t_j}$ of the measurable function $X_{t_j}$ is evaluated for each $t_j$ with the Wiener integral over the cylinder set $I_{t_j}$ and is converted to the Riemann integral in equation (1) [8]:

$$
\bar{X}_{t_j} = \frac{\int_{\alpha_j}^{\beta_j} \frac{1}{\sqrt{2\pi(t_j-t_0)}} e^{-u^2} \, du}{\int_{\alpha_j}^{\beta_j} \frac{1}{\sqrt{2\pi(t_j-t_0)}} e^{-u^2} \, du}.
$$

The value $\bar{X}_{t_j}$ is mapped for each $t_j$. The vector composed of these values is called an average curve of the set of $m$ curves. Notate the vector $\bar{X} = (\bar{X}_{t_1}, \ldots, \bar{X}_{t_n})$. This average curve $\bar{X}$ always exists within the range of deformation presented in the sample set. In [8], the bounded interval $[0, 2\pi]$ is taken for an application to a set of closed curves and the average curve created with the Wiener measure explains deformation better than the average with uniform distribution.

2.2 Score characterising to a numeric variable

Let $\bar{X}$ be the average curve of the given sample of curves $\{x^1, \ldots, x^m\}$ created by the method described in subsection 2.1. Let us define a quasi-variance of curves in the sample from the average by

$$
\sigma^2 := \frac{\sum_{i=1}^{m} \|x^i - \bar{X}\|^2}{m-1},
$$

where, $\|\cdot\|$ is $L^2$-norm. The formula (2) is chosen on the ground that a variance is usually described by an average distance between numeric variables in a sample and their mean. With the average curve $\bar{X}$ and the quasi-variance $\sigma^2$ in the formula (2), let us define a quasi-score of $x$ in a sample by

$$
z := \frac{\|x - \bar{X}\|}{\sigma},
$$

where $\sigma$ is the positive square root of $\sigma^2$. The idea of formula (3) is motivated by the fact that normal distributions can be transformed to standard normal distributions by the formula $z = \frac{x - \mu}{\sigma}$, where numerical variables $\mu$ and $\sigma$ are a mean and a standard deviation of the original normal distribution, respectively. Then a shape (continuous function $x$) is summarised by a score-like single quantity $z$. The sample of continuous curves $\{x^1, \ldots, x^m\}$ are transformed to $m$ numeric variables $\{z^1, \ldots, z^m\}$. Hence, the transformation simplifies global information of members of a sample set. The bigger the quasi-score of a shape, the more global the deformation present in the shape. These concepts can be used for cross-analysis between models employing non-numeric variables and/or employing different distributions.
2.3 Modelling

Let us assume that a planar shape is represented by an open continuous curve. Initially each of its coordinates is arc length parameterised and is represented by a pair of real-valued continuous functions \( (x(t), y(t)) \), where \( x, y : [0,1] \to \mathbb{R} \). Let \( S \) be the set of those continuous functions \( x \) and \( y \). An estimation of a 4-D basis of the Hilbert space \( L^2[0,1] \) is generated principally following the algorithm suggested in [1], where reparameterisation is employed to minimise the \( L^2 \)-norm of an annihilator of the basis. All functions in \( S \) are approximated by the basis: \( x \approx \sum_{k=1}^{n} b_k \cdot \phi_k(x) > b_k \), where \( b_k \) is a member of the basis and \( \langle \cdot, \cdot \rangle \) is the inner product in the Hilbert space \( L^2[0,1] \). Then they are affine transformed and notated by \( A \), a set sample to be modelled. The members of the set of approximated-by-bases and then affine-transformed-curves, \( A \), are again notated by \( (x(t), y(t)) \).

Once curves have been approximated by the basis and affine aligned, an average curve of \( A \) is fundamentally defined in a similar way to [8]; the set \( C_0[0,1] \) is a subset of the Hilbert space \( L^2[0,1] \). Let us assume that \( A \) consists of \( m \) curves (point-sets), say \( \{(x^1, y^1), \ldots, (x^m, y^m)\} \). Two sets of measurable functions \( X_t(x) = x(t) \) and \( Y_t(x) = y(t) \) for \( t \in (0,1) \) are used and their averages are defined as in subsection 2.1. Let \( T = \{t_1, \ldots, t_n\} \) be the parameter set, a linearly ordered subset of (0,1]. With the linearly ordered set \( T \), \( x \) and \( y \)-coordinates are modelled with two random vectors \( (X_{t_1}, \ldots, X_{t_n}) \) and \( (Y_{t_1}, \ldots, Y_{t_n}) \), respectively. Then the average value \( \bar{X}_{t_j} \) of each component of the random vector \( (X_{t_1}, \ldots, X_{t_n}) \) is evaluated by equation (1). The average (as a vector) obtained for \( x \)-coordinate is \( (\bar{X}_{t_1}, \ldots, \bar{X}_{t_n}) \). In the same manner, the average \( (\bar{Y}_{t_1}, \ldots, \bar{Y}_{t_n}) \) for \( y \)-coordinate is obtained. The set of pairs \( \{(\bar{X}_{t_j}, \bar{Y}_{t_j}) : j = 1, \ldots, n\} \) defines an average curve of the set \( A \).

A number of methods in shape analysis use a point distribution, mostly a uniform distribution which may well explain small deformations. These are relevant for models with a small number of clear landmarks. However, the distribution does not explain shape variation well where large deformation occurs [8] and may produce an average deviated from averages for a model having few or no clear landmarks [4]. The approach in this paper uses a point distribution of a sample set but differs from conventional methods in that it accommodates a distribution of a continuum simultaneously.

The quasi-score of the sample is evaluated by \( z^i = \|(x^i, y^i) - (\bar{X}, \bar{Y})\| / \sigma \), where \( \sigma^2 = \sum_{i=1}^{m} \| (x^i, y^i) - (\bar{X}, \bar{Y}) \|^2 / (m-1) \) as in formulas (3) and (2), respectively. Hence, the non-numeric variable \( (x^i, y^i) \) is transformed to a numeric variable \( z^i \) and the transformation simplifies global information of members of the sample set. The average can be analysed by measuring the spreadness of the numeric variables \( \{z^i\} \). It also can provide a way for further analysis of the sample.

3 Application

The model is applied to data consisting of 32 femurs. The femurs data have various lengths from 89 to 217 (their average length is 131.6875) and are initially parameterised with 130 equally spaced arc length to be as dense as possible. The femurs are approximated by the 4-D basis for the Hilbert space as described in subsection 2.3. The mean of relative errors of 32 curves caused by approximation is 0.002592; the relative error is evaluated with the formula \( \| (\bar{X}, \bar{Y}) - (x^j, y^j) \| / \|(\bar{X}, \bar{Y})\| \). The approximated curves are affine transformed and the transformed curves are depicted in fig 1(b); affine transformed arc length parameterised curves without approximation are presented in Fig 2(a) for comparison. The curves approximated by bases show far better quality in affine alignment.

The affine transformed curves are modelled with a random vector \( (X_{t_1}, \ldots, X_{t_n}) \) for their \( x \)-coordinate, where \( X_{t_j} \) is defined in subsection 2.1. Then the average of each component of the vector \( (X_{t_1}, \ldots, X_{t_n}) \) is evaluated with equation (1). The graph of the \( x \)-coordinate, cylinder sets and average overlaid on them are illustrated in fig 1(a). In parallel, a random vector \( (Y_{t_1}, \ldots, Y_{t_n}) \) is defined for \( y \)-coordinate and its average \( (\bar{Y}_{t_1}, \ldots, \bar{Y}_{t_n}) \) of each component of the vector is evaluated. Then, the set of pairs \( \{(\bar{X}_{t_j}, \bar{Y}_{t_j}) : j = 1, \ldots, n\} \) represents the average curve of the aligned 32 curves. Fig 1(b) shows the average curve overlaid on the affine transformed curves. To compare with an average evaluated with uniform distribution (a conventional way of generating an average of shapes), the concept of a quasi-score defined in formula (3) is used. The quasi-scores of curves with the Wiener measure are depicted in Fig 2(b) and compared to that with the uniform distribution. As supposed from the plot, the variance of the quasi-scores of the Wiener measure is smaller (0.1029) than that of a uniform distribution (0.3114). As a global analysis, the average with the Wiener measure shows a better representative of the sample than a uniform distribution because the smaller variance of quasi-scores implies the sample is less spread from the average. The

---

1 Authors thank Dr. H.H. Thodberg at DTU for kindly providing the femur data.
The gap between quasi-scores evaluated with the two distributions tends to be bigger for an example of dissimilar shapes. This is because the average with the Wiener measure better explains deformation than that with a uniform distribution.

\[ \text{average of } x(t) \]

\[ \text{affine aligned and their average} \]

Figure 1. (a) Cylinder sets (depicted by vertical bars) for \( x \)-coordinate of the curves in figure (b) and average values overlaid at each \( t \). (b) Average curve with the Wiener measure (plotted with \( \times \)) overlaid on curves approximated by a basis; average with uniform distribution plotted with \( \bullet \).

\[ \text{Scores of curves } \{x(t), y(t)\} \text{ from average} \]

\[ \text{Scores wrt Wiener measure} \]

\[ \text{Scores wrt uniform distribution} \]

Figure 2. (a) Affine transformed femurs, only arc length parameterised. (b) Quasi-scores of curves on Fig 1(b).

4 Discussion

We have presented a method for generating an average shape represented by open curves and defining a score characterising a shape as a numeric variable. A set of curves are modelled on the Wiener measure space which is defined in terms of Gaussians on a function space. The model explains large deformations which a method employing a uniform distribution usually fail to explain. The proposed definition of a score provides a simple way of analysing shapes in terms of numeric variables. It plays a role of measuring spreadness of a sample with numeric variables in a universal way.
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1 Introduction

We present a generative parametric statistical model of the appearance of entire digital x-ray mammograms. Computer-aided detection (CADe) in mammography has traditionally been treated as a pattern recognition task, where an attempt is made to emulate radiologists’ interpretation strategies. We propose instead that CADe be performed via novelty (outlier) detection [1]. Not only are there far more pathology-free than abnormal mammograms from which to learn, but novelty detection would detect all abnormal features, rather than specific classes. This requires a model of normal mammographic appearance that allows novel (unlikely) model instances to be identified, suggesting that a statistical model is appropriate. Our model addresses many of the problems associated with modelling the appearance of entire mammograms for novelty detection, but this paper does not focus on using the model in the novelty detection scenario. We propose a method for novelty detection, and offer a discussion of the work, in section 5.

2 Background

Mammograms vary considerably due to differences between women and inconsistencies in the image acquisition process. Women’s breasts vary not only in size and shape, but also in their composition. The proportion of glandular to fatty tissue—the density—is variable, with post-menopausal women usually having almost entirely fatty breasts. The number and configuration of ducts varies between women, and the imaging process may capture these in varying degree. Due to the manual placement of the breast in the x-ray equipment, features such as the nipple or pectoral muscle may be absent or only partially visible. A successful model of mammographic appearance must cope with all these sources of variability.

Mammographic appearance has been modelled using physics-based models [2], where the image acquisition process is simulated by computer. However, the synthetic images are not particularly realistic and the approach cannot be used to perform image analysis. Pixel values can be used directly: a parametric model of appearance variation in small image patches is presented in [3], which can be used in both generative and analytical modes, but the explicit assumption of spatial ergodicity does not allow the appearance of the entire breast to be modelled. In [4], wavelet coefficients, computed from small mammographic patches, are statistically modelled using a tree-structured variant of a hidden Markov model. The approach can be used in both generative and analytical modes. Again, the assumption of ergodicity limits the usefulness of the method. Also, due to the structure of the model, the synthetic images have an obvious grid structure. The Active Appearance Model (AAM) [5] is a statistical approach to modelling shape and shape-free appearance. The approach has been applied successfully to a range of computer vision and computer graphics problems. The detailed structure of mammograms is important, but so variable that the AAM approach cannot be applied directly. The approach we have developed combines ideas from the AAM and models of local texture to make the task of modelling mammographic appearance more tractable.

3 Method

We decompose the problem of modelling mammograms by combining an AAM-like model with a spatially ergodic wavelet-based texture model, allowing us to bypass the ‘curse of dimensionality’. After outlining a series of pre-processing steps, we present the three components of our model, and show how they can be combined to generate synthetic mammograms.

We assume a training set of mammograms, $B$, with non-breast regions removed, and normalised such that all breasts ‘face’ right. As in an AAM, a statistical shape model (SSM) is used to cope with size and shape variation. A set of $N$ 2-D landmark points is required to define the breast borders. These landmarks must correspond across the training set. In the SSM, landmarks are often manually placed and chosen to correspond to intuitive image features (e.g. the corners of the mouth when modelling faces). As mammograms lack reliable features, we seek to automate annotation. A naïve approach is to use landmarks placed at regular intervals on the breast borders,
starting at a reliable location (e.g. the right-most point on the breast boundary—the approximate location of the nipple). Such landmarks serve as a good first approximation of corresponding points, but the model they produce is not sufficiently specific to be useful. We use a method proposed by Davies et al. [6] to improve correspondences across the set of training shapes, yielding an SSM that successfully limits illegal shape variation. The resulting Principal Components model has the form:

\[ s = \bar{s} + P_s b_s \]  

(1)

where \( s \) is a shape parameterised by \( b_s \), \( \bar{s} \) is the mean shape, and \( P_s \) is a matrix whose columns are a set of eigenvectors of the shape data covariance matrix, sufficient for the model to retain a given proportion of the total variance of the original data. The mean shape \( \bar{s} \) provides a natural canonical reference shape. We warp each segmented breast in \( B \) to the canonical shape, yielding a further set, \( N \), of segmented breasts in a shape-normalised space.

3.1 Modelling the Shape-normalised Appearance

3.1.1 Steerable Pyramid Decomposition

We would like to be able treat the appearance of each mammogram as a point in an appearance space. Although the number of pixels in a mammogram is very large, if there was significant redundancy in the shape-normalised appearance we might still be able to populate the appearance space sufficiently for density estimation to be successful. Unfortunately, this is not the case. To overcome this problem, we use a hierarchical decomposition called the Steerable Pyramid [7]. Images are decomposed in terms of multiple scales and orientations using directional derivative basis functions which range in size and orientation. This allows the coarse and fine structure of the images to be treated separately.

Figure 1. Block diagram for the Steerable Pyramid decomposition. Analysis is shown on the left and synthesis is shown on the right. The dark circle indicates the recursive computation of the shaded region.

Figure 2. The coefficients in the top three levels of a Steerable Pyramid decomposition of a mammogram.

The left-hand side of figure 1 shows the decomposition process (computed using recursive application of oriented bandpass filters to sub-sampled low-pass filtered images) and the right-hand side shows the inverse process of reconstruction. We can think of the decomposition as having a pyramidal structure with discrete levels that correspond to scale, and range from coarse to fine. Each level has a number of oriented sub-bands. Although there are more coefficients in the pyramid than pixels in the original image, the hierarchical structure of the pyramid allows us to decompose our modelling problem further. We can consider the top part of the pyramid (the coarse levels) separately from the bottom part of the pyramid (the fine levels). Figure 2 shows the top three pyramid levels for a mammogram. From \( N \) we form the set of pyramids \( P \).

3.1.2 Approximating Appearance Model

For each pyramid in \( P \), we concatenate the coefficients for the top few pyramid levels into a vector \( a \), which describes the approximate appearance of the shape-normalised mammogram. We again perform Principal Components Analysis (PCA) \(^1\), yielding a model similar to Equation 1:

\[ a = \bar{a} + P_a b_a. \]  

(2)

\(^1\)Initially, the coefficients in each pyramid level are effectively measured on different scales. In this work we often need to use covariance matrices to model the distribution of such data, either for its own sake, or to perform PCA. These techniques work best when we use a common
We then model the distribution of the approximating parameters using a multivariate Gaussian, parameterised by a mean vector \( \mathbf{m}_a \) and covariance matrix \( \Sigma_a \):

\[
p(\mathbf{b}_a) \sim N(\mathbf{m}_a, \Sigma_a).
\]  

(3)

To produce a synthetic approximate mammogram (in the normalised shape space), we sample a \( \mathbf{b}_a \) from our model of \( p(\mathbf{b}_a) \), project back to the natural space via equation 2—to yield the corresponding \( \mathbf{a} \) (synthetic coefficients for the top few pyramid levels)—and then reconstruct the pyramid.

### 3.1.3 Local Textural Detail Model

To model the coefficients in the lower levels—that describe the fine detail—we assume spatial ergodicity. This makes the problem tractable and is reasonable because we might expect local detail to depend only on tissue type, which is modelled implicitly by the approximating model. A parent vector, \( \mathbf{b}_t \), which describes local image behaviour, is the set of coefficients on a path through each pyramid level at locations corresponding to a particular pixel in the original image. We seek to model the distribution of parent vectors, \( p(\mathbf{b}_t) \), such that coefficients in the detailing levels can be sampled conditionally upon coefficients in the approximating levels. Multivariate Gaussian, or mixture of multivariate Gaussian, representations are ideal for this purpose as there is a closed-form solution for the conditional Gaussian. We use a single multivariate Gaussian for computational expediency:

\[
p(\mathbf{b}_t) \sim N(\mathbf{m}_t, \Sigma_t).
\]  

(4)

To compute the conditional, we partition the mean vector and covariance matrix of the Gaussian as:

\[
\mathbf{m}_t = \begin{bmatrix} \mathbf{m}_1 \\ \mathbf{m}_2 \end{bmatrix}, \quad \Sigma_t = \begin{bmatrix} \Sigma_{11} & \Sigma_{12} \\ \Sigma_{21} & \Sigma_{22} \end{bmatrix}
\]  

(5)

where \( \mathbf{m}_1 \) corresponds to the unknown dimensions and \( \mathbf{m}_2 \) corresponds to the known dimensions (the coefficients of the approximating levels); the partitions of the covariance matrix are denoted similarly. If \( \mathbf{x} \) is the known part of a particular parent vector, the conditioned mean vector and covariance matrix are computed by:

\[
\mathbf{m}' = \mathbf{m}_1 + \Sigma_{12} \Sigma_{22}^{-1} (\mathbf{x} - \mathbf{m}_2), \quad \Sigma' = \Sigma_{11} - \Sigma_{12} \Sigma_{22}^{-1} \Sigma_{21}.
\]  

(6)

To fully populate a pyramid, given coefficients in the approximating part, the conditional is computed and sampled for each parent vector in the pyramid. The fully-populated pyramid can then be reconstructed into the corresponding image in the shape normalised space.

### 3.2 Joint Shape and Approximate Appearance Model

To complete synthesis we need to be able to warp a synthetic image in the shape-free space to a plausible shape. We need to take into consideration that there may be a relationship between the appearance of a mammogram and its size and shape, for example fatty breasts tend to be large and glandular breasts tend to be small. We model the joint distribution of shape and approximating appearance parameters and condition this model on the approximating parameters to yield a model of plausible shapes for the generated mammogram. Because the number of training examples is likely to be small compared to the dimensionality of this joint space, we use a single multivariate Gaussian:

\[
p(\mathbf{b}_s, \mathbf{b}_a) = p(\mathbf{b}_j) \sim N(\mathbf{m}_j, \Sigma_j).
\]  

(7)

Given parameters \( \mathbf{b}_a \), describing an approximate mammogram, we can now compute \( p(\mathbf{b}_s|\mathbf{b}_a) \) using equation 6 and sample a plausible shape from it.

### 4 Evaluation and Results

A model was trained with 36 normal mammograms, using 100 boundary landmark points, 7 pyramid levels and 5 orientations. The top three levels were used in the approximating model. The detail model was trained with 100,000 uniformly-sampled parent vectors. It took 24 hours to build the model and 2.5 hours to synthesise a mammogram on a 2.8GHz Intel Xeon processor with 2GB of RAM. Figure 4 shows a real mammogram and three

scale for all dimensions. To achieve this we normalise the data in each dimension either to z-scores, or to a common scale using robust estimation, depending upon the characteristics of the data. For expositional simplicity, the conversion to and from these standard scales is implied in the remainder of the text.
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synthetic mammograms generated using the model. Note that our method allows us to produce full-resolution synthetic mammograms. We presented a set of 13 real and 13 synthetic full resolution mammograms to an expert mammography radiologist and a digital mammography computer vision researcher. They gave positive feedback, but could identify the synthetic mammograms by their lack of vasculature, lymph nodes and calcifications. These structures exist at the boundary of the approximating and detailing models, and are not captured by our model.

We generated a set of 7 synthetic and 7 real mammograms at 200 × 140 pixel resolution. We selected real mammograms that lacked strong vascular clues. The synthetic images contained information from both the approximating and detailing models. We recruited five computer vision researchers (though not mammography experts) for a forced choice experiment. After studying a training set of 6 real mammograms, the participants were asked to identify the real mammogram from each of the 49 possible pairings of real and synthetic mammograms. None of the subjects believed that they had been able to identify the real mammograms.

χ^2 analysis showed that two participants did no better than random (one at the 95% level and one at the lenient 99.9% level). The other three participants differed significantly from random, but consistently mistook the synthetic mammograms for the real ones. Between them, the participants correctly identified 75 real mammograms out of 245 (31%). If we allow consistent misclassification to count as correct identification of the real mammograms, the participants collectively identified 191 real mammograms out of 245 (78%). Although the low resolution synthetic images are not always indistinguishable from real mammograms, they are sufficiently convincing to make discrimination difficult. The fact that several subjects consistently mistook the synthetic mammograms for the real ones implies that the differences were very subtle. Although further improvement is required, the results are extremely promising.

5 Discussion

We have developed a generative statistical model of the appearance of entire mammograms. The model combines ideas from the AAM and wavelet-based ergodic texture models to bypass the ‘curse of dimensionality’. The model can be used to produce synthetic mammograms, which potentially has pedagogic application. Although our model has only been used for image synthesis so far, it has been constructed to be extended to perform CADe via novelty detection. For example, we could easily look at the likelihood of a local collection of parent vectors under our model of normal appearance. Our synthetic mammograms were evaluated by an expert radiologist and 6 computer vision researchers. Although the model cannot yet capture certain structures found in mammograms, results from psychophysical evaluations of synthetic images generated using our model suggest that the method has significant promise.
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Wavelet-Features for improved Tumour Detection in DCE-MRI
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Abstract. In applications for automatic tumour detection using DCE-MR-Images it is often a problem to distinguish the dynamic enhancement of tumour tissue, i.e. the relevant information, from other enhancing tissues. In this work we propose the use of a wavelet-filtering approach to characterise different enhancement behaviour.

1 Introduction

Dynamic contrast enhanced magnetic resonance imaging (DCE-MRI) is currently being investigated for the early detection of breast cancer. The advantage of administering a paramagnetic contrast medium (Gd-DTPA) is twofold. Firstly, suspicious tissue often enhances and thereby yields an improved image contrast. Secondly, classification of lesions assumes a fast uptake of the contrast agent followed by a washout to indicates malignancy, while a slow uptake characterises benign lesions \cite{1}. In the UK Breast Screening Study, premenopausal women at high genetic risk of developing breast cancer, are being evaluated using a dynamical imaging and analysis protocol \cite{2}. In an experimental trial high-sensitivity 3D MR examination are performed. Two images are acquired prior to (pre-contrast) and four or five images are acquired after contrast agent injection (post-contrast), each with an acquisition time of 90 secs.

In this work we propose to investigate the feasibility of automatic tumour detection by ROC analysis utilising subtraction images in a similar way to the radiological approach in the clinical work. In general, sensitivity is affected by additional contrast enhancement within normal breast parenchyma or within the heart. In our approach we increase the sensitivity for high specificity by applying a wavelet filtering method.

2 Methods

2.1 Wavelet-Analysis

Wavelet analysis, including multiresolution analysis, enables to assess the scale-dependent information in signals and images \cite{3}. In this mathematical theory a signal \( f \) is decomposed using the Discrete (Dyadic) Wavelet Transform into a basis of shifted and dilated versions of a basic wavelet or mother wavelet \( \psi \) \cite{4}

\[
    f(x) = \sum_{j,k} d_{j,k} \psi_{j,k}(x), \quad \text{with} \quad \psi_{j,k}(x) = 2^{j/2} \psi(2^j x - k).
\]

Here the index \( j \) indicates the dilation or scaling step while \( k \) refers to translation or shifting. The wavelet coefficients \( d_{j,k} \) are given by the scalar product \( d_{j,k} = \langle f(x), \psi_{j,k}(x) \rangle \) or \( d_{j,k} = \langle f(x), \tilde{\psi}_{j,k}(x) \rangle \) in case of biorthogonal wavelets with the dual wavelet \( \tilde{\psi} \) \cite{4}. An efficient calculation of these coefficients is accomplished by the Fast Wavelet Transform (FWT), an algorithm allowing the coefficients to be calculated in a stepwise manner. To perform a FWT a scaling function \( \phi(x) \) is required such \cite{4}

\[
    \phi(x) = \sqrt{2} \sum_{k} h(k) \phi(2x - k) \quad \text{and} \quad \psi(x) = \sqrt{2} \sum_{k} g(k) \phi(2x - k).
\]

The coefficients \( h(k) \) and \( g(k) \) are termed Filter coefficients and determine the wavelet. On the first scale the signal is decomposed into its details and the remaining signal, i.e. the approximation, reflecting the particular scale. The details are described by the wavelet coefficients of this scale while the approximation is represented by scaling coefficients corresponding to the scaling function. The procedure can be iterated by a further decomposition of the approximation into details and approximation of the next coarser scale. A decomposition tree for three decomposition steps is shown in figure 1.
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2.2 Wavelet-Filtering

In this work a discrete wavelet decomposition for T1-weighted DCE-MR 3D-Images (Volumes) comprising 18 different datasets (patients) is performed. A pre-contrast image together with five (dataset A) or four (dataset B) consecutive post-contrast images are provided to the decomposition scheme. Afterwards a filter in the space of the wavelet coefficients is applied. The filtering method developed detects those time series of coefficients, which are assumed to characterise the tumour [1]. The change in the ratio of signal intensities (SI) between fast enhancing tumour tissue and surrounding tissue with time produces characteristic coefficients on consecutive scales which are included in our filter approach. However, it is observed that the enhancement located in the region of the heart can produce similar characteristics, making a clear separation difficult. Therefore only time series of coefficients, that follow a well-described behaviour predicted for tumour tissue, are retained. This enables tumour enhancement to be distinguished from irregular enhancement of the heart.

2.3 Receiver Operator Characteristic analysis

Receiver Operator Characteristic (ROC) analysis is a useful technique to visualise and measure the performance of classifiers. In our approach subtraction images are computed from the pre-contrast and the first post-contrast volume in the dynamic sequence and are compared to an expert label (a binary mask). All voxels above a specific threshold are classified positively (i.e. as a tumour voxel) and all others negatively. Comparison with the expert label allows the correctly classified voxels (true negative (tn) and true positive (tp)) and the incorrectly classified voxels, i.e. the false negatives (fn) and false positive (fp) voxels, to be calculated for each threshold value. In the ROC graph the true positive rate (sensitivity) (tp rate = \( \frac{tp}{tp+fn} \)) is plotted against the false positive rate (fp rate = \( \frac{fp}{fp+tn} \)). The false positive rate is related to the term specificity by specificity = \( \frac{tn}{fp+tn} = 1 - fp \) rate [5].

2.4 Machine Learning Approach

We used a Fisher Linear Discriminant Analysis (FLDA) [6] to examine the value of our approach as a preprocessing step. Discrimination utilising the FLDA is based on the idea of finding a linear combination \( w \) of the features \( x = (x^{(1)}, \ldots, x^{(n)}) \) that maximises the ratio between the between-class scatter and the within-class scatter described by the corresponding matrices \( S_b \) and \( S_w \), respectively. Regarding the binary case, an analytical solution is available which maximises the Rayleigh coefficient

\[ J(w) = \frac{w^T S_b w}{w^T S_w w} \quad \text{using} \quad w = S_w^{-1} (m_1 - m_2) \tag{3} \]

with class specific mean vectors \( m_i \). The algorithm has no further hyperparameters and is computational inexpensive even for huge data sets. The binary classification for an example \( x_j \) is obtained by \( \hat{y}_j = \text{sgn}(\langle w \cdot x_j \rangle + b) \) with a properly chosen bias value \( b \).

2.5 Analysis protocol

After the filtering procedure is completed subtraction images are reconstructed. These filtered subtraction images are compared with the original subtraction images on the basis of ROC analysis. Two types of filtering methods are distinguished. In the first method (Filter 1) all scales contribute to the filtering procedure whereas in the second method (Filter 2) the filtering is restricted to the first four scales. The latter approach is motivated by the observation that a coefficient describing coarse scale phenomena may contain information of different enhancing structures in the image, making an efficient filtering process difficult. Three different types of mother wavelets are employed to investigate possible dependencies. These comprise the Cohen-Daubechies-Feauveau (CDF)(2,2)-wavelet, the Haar-wavelet and the Daubechies(4)-wavelet (DB4, sometimes also called DB2). Finally, we tested the filtering method as a preprocessing step for machine learning classification algorithms, examined by performing ROC analysis after classification as shown in figure 2.
3 Results

3.1 ROC-Analysis with subtraction images

For dataset A and dataset B the results for both types of filters are compared to the results obtained from the raw data. Tables 1 and 2 show the measured areas under the ROC-Curves (AUC) for high specificity parameters (0.95 - 1) with respect to the different filtering methods. The ROC-Curves are calculated according to the explanations provided in 2.3 and the corresponding AUC values have been normalised to the specific area.

Table 1. Normalised AUC values (dataset A) for specificity ≥ 0.95, values shown bold have increased after filtering

<table>
<thead>
<tr>
<th>dataset A</th>
<th>malignant cases</th>
<th>benign cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>case</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>raw data</td>
<td></td>
<td>0.82</td>
</tr>
<tr>
<td>filtered data (Filt. 1)</td>
<td></td>
<td>0.84</td>
</tr>
<tr>
<td>filtered data (Filt. 2)</td>
<td></td>
<td>0.91</td>
</tr>
</tbody>
</table>

Table 2. Normalised AUC values (dataset B) for specificity ≥ 0.95, values shown bold have increased after filtering

<table>
<thead>
<tr>
<th>dataset B</th>
<th>malignant cases</th>
<th>benign cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>case</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>raw data</td>
<td></td>
<td>0.45</td>
</tr>
<tr>
<td>filtered data (Filt. 1)</td>
<td></td>
<td>0.30</td>
</tr>
<tr>
<td>filtered data (Filt. 2)</td>
<td></td>
<td>0.41</td>
</tr>
</tbody>
</table>

When applying the CDF(2,2)-wavelet the sensitivity increases considerably for high specificity with respect to the majority of the malignant cases. Case 5, which does not benefit from the different filtering approach, is the image of a patient having an implant with an adjacent tumour. Case 9 also not benefitting of our approach is an image sequence suffering from strong movement of the patient - a problem which cannot be handled by this algorithm.

Figure 3 a) and b) shows as an example the ROC-Curves for the 4th case and the amount of coefficients retained on different scales.

The dataset B have been acquired by using a slightly different imaging protocol, providing only four post-contrast images or in other words, less information. Therefore this dataset produces results with reduced quality as compared to dataset A. This corresponds with the observation, that the amount of coefficients retained for dataset B is remarkably higher than in the cases of dataset A. The best performance for malignant cases has been achieved by applying the first filtering method. Obviously several cases benefit from a less strict filtering (Filter 2).

In contrast to the CDF(2,2)-wavelet the other mother wavelets show to be not capable for this application. In figure 3 c) the AUC values corresponding to different mother wavelets for the 4th case are shown. While the Haar- and the DB4-wavelet lead to poor results, i.e. an decrease in sensitivity, the CDF(2,2)-wavelet, also known as 5/3-Filter, has been shown to be quite capable for these kind of filtering applications. This wavelet is also used in the JPEG2000 compression technique [7].

The proposed filtering method does not succeed when applied to weakly enhancing benign lesions. This is expected, since it is constructed to detect and differentiate strong enhancement. The benign cases 7 and 16 benefitting from our approach are strong enhancing fibroadenomas. In table 3 the results of the FLDA classification
approach applied to the original data and the filtered data by using Filter 1 are shown. Training with both datasets would require the image sequence of dataset A to be restricted to the pre-contrast and only four-contrast images. Therefore only dataset A is included in the FLDA approach. For the training all datasets are used except the one classified in the next step. This procedure is iterated permuting the classified dataset (leave-one-out approach). The results are similar to the subtraction images i.e. the benign cases do not benefit from filtering as opposed to the malignant cases. One exception is case 3, which does not show the expected increase of the AUC value.

<table>
<thead>
<tr>
<th>dataset A</th>
<th>malignant cases</th>
<th>benign cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>case</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>raw data</td>
<td>0.67</td>
<td>0.59</td>
</tr>
<tr>
<td>filtered data (Filt. 1)</td>
<td><strong>0.73</strong></td>
<td>0.68</td>
</tr>
</tbody>
</table>

Table 3. Results of FLDA classification - normalised AUC values for specificity ≥ 0.95 (dataset A), values shown bold have increased after filtering

**4 Summary and Discussion**

Our results clearly demonstrate that automatic tumour detection and classification algorithms can benefit from applying multiscale filtering algorithms. The described wavelet-filter-algorithm has clear potential for distinguishing the different types of enhancement. More work is needed to investigate the behaviour of the contrast agent on the coarser scales.
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Visualisation of Breast Tumour DCE-MRI Data using LLE
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Abstract. The usage of dynamic contrast enhanced magnetic resonance imaging (DCE-MRI) for breast cancer examination is currently undergoing intensive research. The data set of each patient is composed of a sequence of three-dimensional images. The Three Time-Point (3TP) method is a well-known model-based technique for visualising the signal dynamics with customised colours. We propose a new approach based on unsupervised machine learning which makes use of the recently proposed Locally Linear Embedding (LLE) algorithm. The first results are in agreement with those obtained by 3TP with the advantage that no model is required.

1 Introduction

The usage of dynamic contrast enhanced magnetic resonance imaging (DCE-MRI) on female breast cancer diagnosis is currently undergoing intensive research. During the examination, the patient is imaged before the injection of a contrast agent and repeatedly thereafter, thereby monitoring the uptake of the contrast agent in the tumour tissue over time. These uptake curves provide valuable information about the vascularity of the tissue and may help to distinguish between benign and malignant lesions [1]. For the purpose of analysing DCE-MRI data, the Three Time-Point (3TP) method is an established, model-based visualisation technique [2]. Here the washin and washout phases are evaluated by analysing the changes of the signal intensity values at three selected time-points, one pre-contrast \((t_0)\) and two post-contrast \((t_1, t_2)\), along the uptake curve of each pixel. The washin is estimated from the values of the two post-contrast intensities \([I(t_1), I(t_2)]\) according to one of the three patterns coded by colour hues: (1) slow washout with \(I(t_1) < I(t_2)\) coded blue, indicating benign behaviour; (2) moderate washout with \(I(t_1) = I(t_2)\) coded green, suspicious case; (3) fast washout with \(I(t_1) > I(t_2)\) coded red, indicating malignant behaviour. The washin is estimated from the first two time-points by \([I(t_1) - I(t_0)]/(t_1 - t_0)\) and its magnitude is coded by colour intensity [3]. By a model-based calibration map, hue and colour intensity of each pixel are then related to two pathophysiological features: microvascular permeability \((K)\), which is equal to the microcapillary surface area times permeability, and the extracellular volume fraction \((v_e)\), which determines the volume fraction accessible to the contrast agent. The three time-points must be judiciously selected in order to provide sufficient coverage for the temporal characteristics observed [3].

Here we propose a novel and non model-based approach to the visualisation of breast DCE-MRI data based on unsupervised learning by the Locally Linear Embedding (LLE) algorithm, and we compare our technique with the 3TP method. The recently proposed LLE algorithm allows to perform dimensional reduction of nonlinear manifolds [4]. In LLE, each data point is approximated by a linear combination of its \(n\)-nearest neighbours. These are usually chosen according to the Euclidean distance metric in the data space. The entire data structure is then mapped into a low-dimensional space and, at the same time, the linear combinations are preserved to the greatest possible extent. We apply LLE to a 6D data set comprising the MR measurements of 12 breast tumours, six benign and six malignant cases. We reduce the data to three dimensions and the coordinates of the data points in the embedding are encoded within the RGB colour scheme to yield a colour image of each tumour, thereby visualising the dynamics of the contrast agent within the tissue by means of customised colours. The absence of a model in our method is compensated by processing 12 tumours data at once by LLE. In this way, one obtains a low-dimensional coordinate system where the data points of a single tumour are localised with respect to the contrast characteristics of the other tumours; such coordinates, in other words, are mapped by learning from the entire data set. In fact, LLE projects multi-dimensional data into a lower-dimensional embedding by preserving the original global structure, i. e. points presenting similarities in the data space lay close to each other in the embedding space. Therefore, time-series having similar behaviour are mapped close to each other in the embedding space, and consequently the respective voxels will have a similar hue.

2 Materials and methods

The data of each patient comprises six three-dimensional images of the full breast taken within an interval of 110 s. The first frame was acquired before the bolus injection of a contrast agent, thereafter followed by the remaining five measurements. The imaging process was performed with a 1.5 T system (Magneton Vision, Siemens, Erlangen,
Germany) equipped with a dedicated surface coil to enable simultaneous imaging of both breasts. First, transversal images were acquired with a STIR (short tau inversion recovery) sequence (TR = 5600 ms, TE = 60 ms, FA = 90°, TI = 150 ms, matrix size of 256 × 256 pixels, slice thickness 4 mm), then a dynamic T1 weighted gradient echo sequence (3D FLASH) was performed (TR = 12 ms, TE = 5 ms, FA = 25°) in transversal slice orientation with a matrix size of 256 × 256 pixels and an effective slice thickness of 4 mm. The data set is composed of 12 tumours, six benign and six malignant. The projection in a three-dimensional embedding was performed using LLE with parameters \( n = 25 \) and \( \Delta = 0.0278 \). For such values, the LLE output is quite stable, as shown in [5]. The 3D coordinates were then encoded within the RGB colour space. A 2D reduction of the data space was also performed in order to illustrate more clearly the relationship between the 3TP and LLE colour mapping (see Fig. 1). Concerning the 3TP method, the three time-points used were the ones of the pre-contrast, first and last post-contrast image, and they were chosen according to [3].

### 2.1 The LLE algorithm

The LLE algorithm is based on three steps involving standard methods of linear algebra. Its input consists of \( N \) \( D \)-dimensional vectors \( X \). In the first step, one identifies \( n \) neighbours for each data point \( X_i \). Different criteria for the selection of the neighbours can be adopted; the simplest possibility is to choose the \( n \)-nearest neighbours according to the Euclidean distance. By minimizing the following error function (step 2)

\[
\Psi(W) = \sum_i |X_i - \sum_j W_{ij}X_j|^2
\]  

subject to the constraints \( \sum_j W_{ij} = 1 \) and \( W_{ij} = 0 \) if \( X_i \) and \( X_j \) are not neighbours, one obtains the linear coefficients that reconstruct each data point from its neighbours. With the above constraints, the quadratic problem can be simplified to a linear system and the weights can be computed in closed form. If the number of neighbours is greater than the input dimension (\( n > D \)), the solution turns out to be not unique and the linear system must be conditioned with a small term \( \Delta \), as described in [4]. The last step of the algorithm consists in mapping each data point \( X_i \) into a low dimensional vector \( Y_i \), such that the following embedding error function results minimised:

\[
\Phi(Y) = \sum_i |Y_i - \sum_j W_{ij}Y_j|^2
\]  

under the condition \( \frac{1}{N} \sum_{i=1}^{N} Y_iY_i^T = I \). The weights are kept fixed in order to preserve the local neighbourhood of each data point. The most straightforward method for computing the \( d \)-dimensional coordinates, where \( d < D \), is to find the bottom \( d + 1 \) eigenvectors of the sparse matrix

\[
M = (I - W)^T(I - W).
\]  

These eigenvectors are associated with the \( d + 1 \) smallest eigenvalues of \( M \). The bottom eigenvector, whose eigenvalue is closest to zero, is the unit vector with all equal components and is discarded.

### 3 Results and discussion

The correlation between the 3TP and LLE colour mapping is shown in Fig. 1. In (a), the 2D LLE embedding is plotted with colours given by the 3TP method. We can observe that most of the time-series are mapped by LLE in agreement with the 3TP analysis. In fact, three different clusters given by red, green and blue can be easily detected, suggesting that there exists a relation between the LLE coordinates and the 3TP colour. Consequently, the LLE coordinates reflect pathophysiological features of the tissue. Points with slow washout are localised in the upper part of Fig. 1(a), while points having faster washout are progressively mapped into the lower region. The marker of each point specifies whether it belong to a benign or a malignant lesion. One can see that all points belonging to benign tumours are clustered by LLE only in the upper part of the figure. In the lower region there are some malignant points with colour blue, i.e. according to the 3TP method, they are labelled as benign. Conversely, the LLE algorithm maps them in the malignant part. By showing the correspondent contrast characteristics, we observe that such points are characterised by an anomalous washout phase. The plots show evidence of a clear washout behaviour, followed however by a signal increase. This was caused by a slight movement of the patient during the MRI acquisition and has not been noticed before. In this case, 3TP fails to interpret these time-series characteristics, confirming a limitation of the method that has already been mentioned in [6]; in contrast, LLE is able to detect such abnormalities by virtue of processing the entire data structure.

In Fig. 1(b) we show the 2D LLE coordinates with the corresponding colours given by the 3D LLE embedding.
The marker of each point reflects the colour scheme if we would have applied the 3TP method: star-shaped points are blue in 3TP; x-shaped points are green and plus-shaped ones correspond to red points in 3TP. In LLE, points characterised by slow washout (blue points in 3TP) are encoded as green, green-yellow. The green points in the 3TP method are encoded by LLE as dark-green, orange. Most of the points with a fast washout (red colour in 3TP) are then mapped with red and blue hues. In particular, in LLE the blue points are those presenting an anomalous washout phase as described above. The images of the 12 lesions obtained by 3TP and LLE are shown in Fig. 2 (malignant cases) and Fig. 3 (benign cases). Both methods generally show qualitative agreement, and results demonstrate that benign tumours are largely homogeneous, while the malignant ones are more heterogeneous, in agreement with the experience of radiologists [7]. In addition, a strong correlation between the variance of the colours for both methods is observed. We also point out that the images of the first, fifth and sixth malignant lesion, and of the first three benign cases are particularly consistent. By observing the images of the fourth and sixth benign cases in Fig. 3, we note that some voxels are mapped as malignant by 3TP (red hue). The respective images obtained by LLE are in contrast more homogeneous, thereby showing higher specificity. This is particularly valuable, since the DCE-MRI technique is known to present high sensitivity, but a wide range of specificities, with values varying from 30% to 100% [8].

4 Conclusions and Future Work

We presented a novel approach to the visualisation of breast tumours in MR imaging based on unsupervised learning by making use of Locally Linear Embedding (LLE), an algorithm for dimensional data reduction able to unfold nonlinear manifolds. At first, we reduced the 6D data space comprising the MR measurements of 12 breast lesions (six benign and six malignant) to a 3D embedding. We then encoded the new coordinates within the RGB colour space to yield a parametric image of each tumour, with colours reflecting pathophysiology characteristics of the tissue. To test the effectiveness of our approach, we compared it with the well-established Three Time-Point (3TP) technique for tumour visualisation. Our analysis showed sufficient agreement between both methods. In addition, our technique resulted to be more robust with respect to the issue of patient motion during the MRI acquisition. The principal advantages of our method as compared to 3TP are that (1) it processes the entire data and (2) it is model free. Its main shortcoming is that the correlation between hue and tissue pathophysiology is not constant, but depends on the data set provided. Indeed, using other tumour data, the LLE projection could have different coordinates values, and consequently the correlation between characteristics of the tissue and hues.
could result different from what is written above. In the case of a new data set, it is therefore necessary to refind a correlation between dynamics of the contrast characteristics and colour by using a colour map in the same manner as shown in Fig. 1. In future work, a pixel-by-pixel comparison between the LLE and 3TP method will be addressed. Moreover, it may be interesting to apply our technique to tumours in other organs for which a model describing the kinetics of the contrast agent in the tissue does not exist.
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Abstract. When Raynaud’s phenomenon - episodic colour change of the fingers, usually in response to cold exposure - occurs secondary to the connective tissue disease systemic sclerosis (SSc), characteristic microvascular changes occur. Changes in certain features (capillary width, tortuosity, derangement and density) can be observed and measured from microscope images of nailfold capillaries. We have developed methods to enhance the images, to measure the above features, and to classify them into three categories: normal control, primary (idiopathic) Raynaud’s phenomenon, and SSc. We show that the results can help to analyze the predictability of each feature change and the categorization of the Raynaud’s phenomenon into primary or secondary.

1 Introduction

Nailfold capillaroscopy, which involves taking still or video photomicrography of the capillaries in the nailbed, has long been recognized as a convenient way to investigate Raynaud’s phenomenon. When this occurs in patients with an underlying connective tissue disease such as systemic sclerosis (SSc), it can be associated with structural microvascular change. However, it is believed that in patients with primary (idiopathic) Raynaud’s phenomenon, structural microvascular change does not occur and the phenomenon is purely vasospastic [1]. It is important to differentiate between patients with PRP and SSc because only in patients with SSc or other forms of secondary Raynaud’s does the condition progress to irreversible tissue ischaemia. Almost all patients with SSc experience severe Raynaud’s phenomenon, and this is the presenting feature in approximately 70% [2] of the cases. Our aim was to measure the severity of any microvascular change from capillaroscopic images, and categorise and analyse images in different subgroups of patients with Raynaud’s phenomenon using quantitative measurements.

This study is based on mosaic images, which are a combination of several microscopic images showing a panoramic image of the capillaries in the nailfold, with a manual marking on the apex of each capillary [3, 4]. Based around the manual markings, we extract a ‘region of interest’ (ROI) for both the whole image and each individual capillary in order to focus only on capillary loops. The ROI for the whole image lies between two parallel polynomial curves above and below a “line of best fit” among the manual markings. The original images have dark capillaries on a lighter background, and we invert the images for greater ease of interpretation. The rest of the work is based on these converted ROIs, examples of which are shown in figure 1.

![Figure 1. ROI for a) Mosaic image; b) Individual Capillaries.](image)

Changes in features, – width, tortuosity, derangement and density – are used as indicators for diagnosis. Some researchers measure the capillary dimensions (widths and lengths) and capillary density quantitatively by hand, though this is quite tedious and the measurements are subjective because different people will choose different capillary sites for measurements. Thus, there is a high demand for automatic measurements to assist in clinical analysis. We try to use artificial classifiers to classify the subjects into normal, PRP and SSc based on these measurements.

In the study used in this paper, 119 capillaroscopy images were available for image analysis, of which 48 were control subjects, 20 were PRP subjects and 51 were SSc subjects. The allocation of each subject to a disease category is based on various clinical diagnostic methods including observing their capillaroscopy images. This study was carried out in three stages: image enhancement, feature extraction and classification, which are described below.

*Email:kaiyan.feng@stud.man.ac.uk
2 Methods

In a previous paper we described a system to enhance the visibility of the capillaries and to estimate an orientation at each pixel [5]. Basically, we use rotating directional openings (openings using a linear structuring element over a range of angles) to enhance linear structures while removing the variation of the background, and the angle at which the linear opening generating the greatest value occurs is estimated as the orientation of that pixel; then we use an orientation filter to enhance those pixels whose orientations are closer to vertical, because the pixels on a capillary tend to have a vertical direction; finally, we estimate the probability of each pixel falling on a linear structure and use that probability to further enhance the images [5].

2.1 Feature Measurement

Width, tortuosity, derangement and density are measured using the final enhanced images $f_{final}$. Though the giant capillaries are poorly enhanced in $f_{final}$ because they don’t usually appear to be linear, the advantages still outweigh the disadvantages. This was partly demonstrated in our previous paper [5].

In [5], we showed how to measure the capillary width and tortuosity from ROIs for mosaic images $ROI_m$. Width is measured using pseudo-granulometry adopted from granulometry. Granulometry, developed by Matheron [6], is commonly applied to measure the size of small structures by employing solid structuring elements such as disks. The pseudo-granulometry used in this study uses annuli instead as they appear to be more robust to noise. Tortuosity is measured as the entropy of the intensity-weighted orientation histogram, which is defined as $S(ROI, \theta) = \sum_{d(x) = \theta} ROI(x)$ ($0 \leq \theta \leq \pi$), where $d(x)$ is the orientation of a pixel $x$ in the ROI. Similarly, we can also measure the width and tortuosity for each capillary based on ROIs for individual capillaries $ROI_c$. The contrast of an individual capillary $\Gamma_c$ is measured as the difference between the maximum average intensity and the minimum average intensity in the series of openings in the pseudo-granulometry. The average width and tortuosity then can be measured as $\overline{W} = \frac{\sum_{i=1}^{n}(\Gamma_{c(i)} \cdot W_{c(i)})}{\sum_{i=1}^{n} \Gamma_{c(i)}}$ and $\overline{T} = \frac{\sum_{i=1}^{n}(\Gamma_{c(i)} \cdot T_{c(i)})}{\sum_{i=1}^{n} \Gamma_{c(i)}}$ respectively. We also measured the STD of the widths $\sigma_W$ weighted by $\Gamma_c$.

Derangement indicates how much the axes of capillaries vary from each other. We first calculate the orientation of each capillary, then the derangement is calculated as the standard deviation of these orientations weighted by their contrasts. The orientation of each capillary can be calculated from its intensity-weighted orientation histogram $S(ROI_c, \theta)$ which is first decomposed into $x$ and $y$ coordinates as $sum(S_x(ROI_c)) = \sum_{\theta=1}^{\pi} S(ROI_c, \theta) \times \cos(\theta)$ and $sum(S_y(ROI_c)) = \sum_{\theta=1}^{\pi} S(ROI_c, \theta) \times \sin(\theta)$. Then the dominant direction of capillary $c$ can be measured as $\theta_c = \{ \theta_c' \text{ if } \theta_c' \geq 0 \text{ otherwise } \theta_c' + \pi \}$, where $\theta_c' = \arctan[sum(S_y(ROI_c))/sum(S_x(ROI_c))]$, such that $0 \leq \theta_c \leq \pi/2$. The mean orientation of capillaries $c(i)$ ($i = 1, \ldots, n$) is measured as $\overline{\theta_c} = \sum_{i=1}^{n} \frac{\Gamma_{c(i)} \cdot \theta_{c(i)}}{\sum_{i=1}^{n} \Gamma_{c(i)}}$. So the derangement of the capillaries can be calculated as the standard deviation of the capillaries’ dominant directions weighted by their contrasts as $D = \sqrt{\left(\frac{1}{n} \sum_{i=1}^{n} \Gamma_{c(i)} \cdot \left(\Gamma_{c(i)} \cdot (\theta_{c(i)} - \overline{\theta_c})\right)^2 \right)}$.

The average distance between capillaries can be taken as the capillary density. We first extracted the skeletons of the capillaries and worked out the density from the distances between those skeleton points. Non-maximal suppression (NMS), originally developed by Rosenfeld [7], was used to extract the backbone of capillaries. With the NMS algorithm, each pixel is compared with its two immediate neighbors lying perpendicular to its direction, and it is selected if its magnitude is greater than or equal to that of its two neighbors. $f_{final}$ was first smoothed by a Gaussian lowpass filter to remove high frequency noise and to enhance the capillary ridges, then the NMS algorithm was applied to the filtered image, and finally the image was processed using a thinning algorithm to extract the capillaries’ skeleton. The distance between any two immediately neighboring skeleton points lying along the second polynomial curves, which run parallel to the curve defining the ROI, is called run-length $l$. Because two neighboring points can be taken from the same capillary, giving a shorter run-length than for those taken from different capillaries, longer run-lengths should be given more weight for density measurement. Therefore, if the histogram of all run-lengths between any two neighboring skeleton points is denoted as $h(l)$, density is calculated as $N = \sum_{i=1}^{n} h(l) \cdot d^2$ which is the second moment of $h(l)$.
2.2 Classification

We have chosen linear SVMs (support vector machine) [8] as the basic classifiers because they have good generalization (the ability to classify new data correctly). But an SVM classifier is a binary classifier (it can only separate two classes), a set of SVM classifiers need to be combined together to solve a multi-class problem. Two common strategies to generate pairs of classes are one-vs-others classes: control vs PRP+SSc(CvsO), PRP vs control+SSc(PvsO), and SSc vs control+PRP(SvsO); and all-pairs classes: control vs PRP(CvsP), control vs SSc(CvsS), and PRP vs SSc(PvsS). The pair of classes PvsO are excluded because PRP data lie between control and SSc data which can not be separated by a linear SVM, leaving only 5 pairs of classes available to be used.

For each pair of classes, SVMs were established by selecting subsets of \{\text{W, } W, \text{ T, } T, \text{ D, } D, \text{ N} \} as its input features. Each SVM was evaluated by 4-fold cross-validation, i.e. the data were divided into 4 folds randomly 10 times, each time every 3 folds of data were trained by SVM and the remaining fold of data were tested to evaluate the SVM performance. Because an SVM is a binary classifier, the test data were evaluated using an ROC (Receiver operating characteristic) curve [9]. Each hyperplane \( h \) parallel to the separating hyperplane obtained by training the SVM will generate a true positive \( TP_h \) and a false positive \( FP_h \) from the test data, corresponding to a point \( (FP_h, TP_h) \) on the ROC curve. The area under an ROC curve \( A_z \) was used to assess the accuracy of the classifier. So for each feature subset, 10 \( \times \) 4 ROC curves and their \( A_z \), the mean \( \overline{A_z} \) and the standard error \( \sigma_{A_z} \) were obtained by training and evaluating the SVMs. The feature subset which generated the highest value \( \overline{A_z} \) were used to separate the associated pair of classes. Finally, given a training data set, SVMs used the optimized feature subsets to train the five pairs of classes, generating a separating hyperplane. In order to achieve minimum classification error, we chose a hyperplane \( h \) (parallel to the separating hyperplane given by SVM), which would let \( TP_h - FP_h = \text{arccos}(TP - FP) \), as the hyperplane to separate new data. We denote these classifiers as \( f_1, f_2, ..., f_5 \) for the five pairs of classes CvsO, SvsO, CvsP, CvsS and PvsS respectively.

Classifiers \( f_1, f_2, ..., f_5 \) were combined using a loss-based decoding method [10] to build a multi-class classifier \( F \). First a prediction coding matrix \( M \in \{-1, 1\}^{3\times 5} \), which is used to specify the relationship between the SVMs and the categories, was constructed with the three categories as its rows and the five SVMs as its columns. An element in \( M \) was allocated a value of 1 (-1) if the category in the row was used as a positive (negative) category to train the SVM in the column and 0 if the SVM was not used for the category’s classification. A given data point \( \pi = \{\text{W, } W, \text{ T, } T, \text{ D, } D, \text{ N} \} \) was classified using \( f_1, f_2, ..., f_5 \) respectively, generating a classification result \( f(\pi) = \{f_1(\pi), f_2(\pi), ..., f_5(\pi)\} \) which was used to calculate its distance with each row vector in \( M \). The distance between \( r^{th} \) row vector \( (r) \) and \( f(\pi) \) was calculated as \( \text{dis}(M(r), f(\pi)) = \sum_{b=1}^{5} L(M(r, b) \cdot f_b(\pi) \cdot A_z(f_b)) \), where \( L(z) = \{0 \text{ if } z > 1 \text{ otherwise } (1 - z)\} \) is a loss function. Data point \( \pi \) belongs to \( r^{th} \) class if the associated distance is shortest among the three classes. The performance of the multi-class classifier was evaluated by 4-fold cross-validation. The use of cross-validation was similar to that in evaluating the SVMs, except that instead of an ROC curve the test data was used to obtain a correct classification rate \( C_r \) and its standard error.

3 Results and Discussion

Let \( A_z(pc, fs) \) and \( C_r(pc, fs) \) be the \( A_z \) and \( C_r \) obtained by evaluating classifier SVM using 4-folds cross-validation to classify a pair of classes \( pc \) with a feature subset \( fs \). \( A_z \) and \( C_r \) obtained by using best single feature or best combined features for SVMs are shown in table 1. The confusion matrix of the results of the multi-class classifier \( F \) is shown in table 2. Besides automatic measurements, we also used manual measurements: manual mean width \( M\text{W} \) (described in paper [5]) and manual density \( M\text{N} \) (the average distance between the capillary apex markings) for classification. We will compare some of the results to those of the automatic method.

Table 1 shows that for a single feature: 1. mean width and density are the most useful features for classification, 2. mean width is better than width STD for classification, which may indicate that all capillaries in the nailfold are affected during vasospastic attacks, 3. mean width and tortuosity are better in separating control and PRP, which may mean that they are the first signs of Raynaud’s phenomenon, 4. density is the best feature to separate SSc from either PRP or control, which may indicate that loss of capillaries is the worst symptom for Raynaud’s phenomenon in capilloroscopy, 5. automatic width is more effective in separating control and PRP than the manual width \( (A_z(CvsP, W) = 0.7442 > A_z(CvsP, M\text{W}) = 0.6925) \), 6. automatic density is more effective in separating control and PRP than manual density \((0.7204 > 0.5971)\), but less effective in separating PRP and SSc \((0.7885 < 0.9790)\), which may well be because they measure density differently; for combined features: 1.
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Besides width and density which are apparently the most useful features for combination, derangement is quite a good complement. 2. width and tortuosity don’t usually appear together in a combination, which may indicate that they change together as the disease progresses. 3. manual measurements alone are very good at separating SSc from the others, but they are less effective than the automatic measurements in separating control from PRP, though some features correlate significantly with each other, but the feature combination still improves the classification.

Table 2 shows that 1. control and SSc can be separated from each other quite well, which confirms that SSc is associated with structural microvascular change. 2. PRP is very hard to separate from control, which indicates that many of the PRP subjects are benign. 3. PRP lies between control and SSc, but tends to lean more towards the control group. 4. ‘control’ may not be an ideal control group, we suggest that besides vasospastic attacks, some other criteria such as the extremities’ resistance to cold should be used to define an ideal control group.

In summary, we have described a method for automatically classifying patients into normal and two separate disease groups on the basis of their nailfold images. The results are clinically useful, given the difficulty of the task for clinicians, and a range of classification results can be obtained using different combinations of the binary classifiers.
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Abstract A growing number of neuroimaging studies rely on increasingly sophisticated non-rigid registration schemes. Validation of non-rigid registration, particularly with relation to specific neuroanatomy remains an unsolved problem. In this paper, densely labelled magnetic resonance brain images from 8 subjects are used to assess three non-rigid registration algorithms (affine (FLIRT), free-form deformation (B-Spline) and fluid). Nineteen meta-labels are constructed from the original label set chosen to sample a range of scales and locales in the brain. Each subject is registered to all other subjects to prevent reference bias. Each registration algorithm is assessed for its ability to bring the labels into correspondence over all subjects. A simple label overlap measure is used to assess the correspondence. Results show that for this data and these algorithms, registration using free-form deformations performed best on average. All algorithms varied significantly in their ability to align different structures however which may have implications for contemporary neuroimaging studies. Overlaps of label pairs were correlated to varying degrees which should be accounted for in future evaluation studies.

1 Introduction

Validation and performance assessment of non-rigid registration in medical applications remains difficult because of the lack of a ground truth in many cases. Often non-rigid registration is applied to achieve a specific goal such as to bring homologous structures into alignment; the criterion for success is whether the edges of such structures are aligned as often there is little internal structure visible in imaging on which to base an assessment. The most common example of this is in inter-subject brain registration for atlas construction and population-based morphometry studies. In these cases an appropriate validation is one based on structural labels that allow the degree of correspondence pre- and post-registration to be determined using label overlap measures. In this paper we apply an evaluation framework of this kind to three registration algorithms that have all been used in brain registration and identify structures that fail to be well registered by any algorithm. It is important to understand that this evaluation does not test whether any algorithm achieves good point-to-point correspondence but tests whether identifiable anatomical features are brought into the same volume of space by registration; (indeed for inter-subject brain registration it is doubtful that a point-to-point correspondence exists and unlikely that it could be established from MR registration alone if it did exist [1]). This evaluation allows algorithms to be compared purely on the basis of their ability to accomplish the task. It also allows an evaluation on the basis of which brain structures or tissue classes are consistently well registered or poorly registered; this may have implications for large neuroimaging studies where inferences about structure and morphology within and across populations are made on the basis of non-rigid registration results.

2 Methods

2.1 Brain Labels

Eight labelled MR brain images were obtained from the Centre for Morphometric Analysis at MGH (Boston). Each voxel has associated binary labels that denote a particular structure or tissue class; there are 84 sub-cortical labels and 48 cortical labels. These brain images and the sub-cortical labels are available from the Internet Brain Segmentation Repository (http://www.cma.mgh.harvard.edu/ibsr/) for use by the research community; image numbers 1-5, 7, 9, and 10 of the cohort were used in this work. The original labels were selectively grouped to produce a smaller set ranging in scale from the entire brain and the primary lobes down to structures such as the
hippocampus and the thalamus (see Table 1 for the full list of labels). The chosen groupings are arbitrary and can be defined to suit any specific application. We refer to the set of grouped labels as the test labels.

<table>
<thead>
<tr>
<th>Major Structures</th>
<th>Major Lobes</th>
<th>Other Structures</th>
<th>Sub-Cortical</th>
</tr>
</thead>
<tbody>
<tr>
<td>All (32)</td>
<td>Frontal (14)</td>
<td>Lat. Ventricle (2)</td>
<td>Thalamus (2)</td>
</tr>
<tr>
<td>Brain (25)</td>
<td>Occipital (8)</td>
<td>Cerebellum (4)</td>
<td>Caudate (2)</td>
</tr>
<tr>
<td>Cortex (6)</td>
<td>Parietal (7)</td>
<td>Brain Stem (3)</td>
<td>Putamen (2)</td>
</tr>
<tr>
<td>White Matter (2)</td>
<td>Temporal (16)</td>
<td>Sub-Cortex (10)</td>
<td>Pallidum (2)</td>
</tr>
<tr>
<td>CSF (7)</td>
<td></td>
<td></td>
<td>Hippocampus (2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Amygdala (2)</td>
</tr>
</tbody>
</table>

Table 1. The four groups of test labels used in the evaluation. The number of original anatomical labels used to create each test label is shown in brackets. All structures except for the Major Lobes are constructed with data publically available for research purposes from the Internet Brain Segmentation Repository.

2.2 Registration Algorithms

Three non-rigid registration algorithms were evaluated: (a) an affine registration algorithm (FLIRT, part of the FSL image analysis toolkit (www.fmrib.ox.ac.uk/fsl)) [2], [3] (b) a free-form deformation algorithm based on B-Splines [4], [5] and (c) a viscous fluid algorithm [6] implemented following [7].

FLIRT: (FMRIB's Linear Registration Tool) FLIRT is highly robust to the initial image alignment by use of a customised global optimisation method that runs over multiple scales (8, 4, 2 and 1mm); a large search space in rotation and scale is used at the 8mm scale and many smaller perturbations on the best three candidate solutions applied at 4mm resolution. Contributions from near the edge of the overlapping field of view are de-weighted in order to produce a smoothly changing cost function. The correlation ratio is used to drive the registration.

B-SPLINE: Non-rigid registration based on free-form deformations (FFDs) and B-Splines is widely used in many registration applications including those involving inter-subject brain registration. The basic idea of FFDs is to deform an object by manipulating an underlying mesh of control points. The optimal control point locations are found by minimising a two-part cost function; one term is a voxel-based similarity measure, (in this case normalised mutual information), and the other term constrains the transformation to be smooth. The control-point spacing was set at 2.5mm for this study.

FLUID: The fluid methods use a mathematical model of a compressible viscous fluid for the transformation between images. They can be less robust than other methods without good initialization but can accommodate large deformations without folding of the displacement field. Here the fluid algorithm was initialised from a locally derived affine registration of each subject into a standard anatomical space. Unlike the other two algorithms the fluid registration was run at single resolution. A multi-resolution fluid algorithm will be evaluated in the future. The intensity cross correlation was used to drive the registration.

2.3 Overlap Measures

There is considerable literature on the subject of assessing overlap between two labels, S and T, much of it applied to the assessment of segmentation algorithms (e.g. [8]). In this work we use a conservative measure, P, the ratio of the number, N(), of overlapping voxels, to the total number of voxels in the labelled structures.

\[ P = \frac{N(S \cap T)}{N(S \cup T)} \]  

(1)

2.4 Evaluation Framework

Each of the eight test subjects was registered to the other seven subjects using each of the three algorithms giving 56 inter-subject registrations for each algorithm. The registrations were run independently by the researchers most familiar with their operation using their standard parameter choices. Each test label on each subject was transformed onto every other subject using the results of each registration algorithm and trilinear interpolation thresholded at 50% to produce transformed binary labels. The test-label overlap, P, was computed in all cases and this data was analysed to produce a mean and standard deviation fractional overlap for each test-label for each registration algorithm. The overlaps were also computed for all pairs of unregistered scans.
3 Results

The FLIRT registrations took approximately 5 minutes each to run on a contemporary desktop Linux PC. Both the B-Spline and fluid registrations were run in a distributed fashion on a Linux condor cluster (one CPU per registration) and typically took between 2 and 10 hours per registration. The results are summarised in Fig. 1. The B-Spline method performed best overall. The “all” “brain” and “cerebellum” labels scored the highest mean overlaps over all algorithms. The largest range in mean overlaps between techniques could be seen in the “csf” [0.35, 0.73], “lv” [0.37, 0.78] and “cortex” [0.48, 0.73] labels. Some structures remained poorly registered by all techniques e.g. “amygdala” [0.35, 0.47] and “hippocampus” [0.41, 0.53]. In all cases all registration algorithms improved the mean label overlap except for FLIRT applied to the pallidum and amygdala. We might expect that the potential accuracy of matching increases with the degrees of freedom available to the algorithms but that the potential for mis-registration also increases. What we found in this study is that the B-Spline method consistently performed well and was only outperformed by the fluid method for two structures (the pallidum and amygdala) where all methods struggled to improve the overlap. Conversely the B-Spline method proved superior to the other methods for registering the larger tissue compartments (cortex, white, csf and lateral ventricle). There are some caveats associated with these results. The most obvious is that the sample-size of subject data is relatively small but another important factor is that the images were rotationally realigned as part of the labelling process, and had already been interpolated prior to our analysis.

![Fig. 1. The mean and standard deviation of the overlap measure for each structure registered by each registration algorithm. INITIAL refers to the original images, which had been rotationally realigned as part of the labelling process.](image)

4 Discussion

We have assessed the ability of three registration algorithms to align a variety of brain structures between eight subjects and found overlaps ranging from ~0.3 (lateral ventricle) to ~0.9 (brain). The results enable us to distinguish the performance of the algorithms over different parts of the brain. Notable is that the B-Spline algorithm matches CSF and lateral ventricle particularly well, no algorithms match the major lobes better than ~0.7 and that there is less difference between the algorithms ability to match the sub-cortical structures than a consideration of the degrees of freedom of the transformation model used in each case might suggest. We would normally expect the largest increase in overlap to be achieved by the affine registration compared with no registration however due to the realignment of the images prior to labelling the observed increases are relatively small. The fact that each algorithm used a different image similarity measure may impact on the results but also reflects the current lack of consensus and deep understanding of the operation of such measures.

The most relevant recent work on registration evaluation is [9] where six registration algorithms were compared using a variety of measures including tissue overlap, correlation of differential characteristics and sulcal shape characteristics. They found that algorithms with higher degrees of freedom did not perform...
proportionately better at matching cortical sulci and that inter-subject cortical variability remains a severe challenge for voxel-based non-rigid algorithms. These findings are consistent with our experience. Previously, Grachev et al [10] suggested using 128 carefully defined and manually placed landmarks per hemisphere to evaluate inter-subject registration accuracy. Maudgill et al [11] identified 24 homologous cortical surface landmarks that could either be used for registration assessment or to drive registration. Landmarks can provide a mm error estimate but are not easily related to anatomically important structures. In the future, hybrid assessments based on landmark and regional assessment may prove useful.

The overlap measure we use in this paper is well known but does not account explicitly for inconsistency in the labelling process nor does it indicate the nature of the error in non-perfect overlaps. Crum et al [1] suggest the use of a tolerance parameter with overlap measures so that, for instance with the tolerance set to 1 voxel, the boundaries of two labels are regarded as completely overlapping if they are at most one voxel away from each other. A deeper consideration of overlap measures and the incorporation of labelling error is an urgent priority. When evaluating overall performance with a set of labels there may be correlation between labels most obviously because they share a common boundary (e.g. amygdala and hippocampus) or because one is a subset of the other (e.g. grey-matter and brain). We computed correlation of overlaps between pairs of labels and found that the correlations exist and are not ranked the same for each algorithm. For instance the correlations between lateral ventricle overlaps and caudate overlaps for FLIRT, B-Spline and fluid were 0.39, 0.70 and –0.13 respectively but for putamen and sub-cortex were 0.84, 0.71 and 0.69 respectively. This reflects interactions between the transformation models employed by each algorithm and the scales of image structure driving the registration.

We plan to extend this study by including more registration algorithms and more labelled subjects in the evaluation and more interestingly to build a more robust framework for assessing performance using collections of labels. Future work will focus on a more detailed technical comparison of algorithms but this initial work has provided a benchmark for future performance in two ways. First, other registration techniques can be easily tested within the same framework for an operational comparison. Second, we can recognise that these algorithms are subject to many parameter choices that we have ignored in this study. We can optimise the parameter choice for each algorithm with respect to this well-defined task; this optimisation process may ultimately lead to new methods tuned to register structures of particular scale and intensity characteristics.
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1 Introduction

It is commonly accepted that the symptoms of schizophrenia have their origins in disordered brain chemistry, diffuse cortical abnormalities and that the condition is also associated with certain morphological brain changes (e.g. [1], [2], [3]). The methodological base of neuroimaging research of schizophrenia includes conventional volumetric measurements (e.g. [4]), comparison of the differences in relaxation times between the two groups (e.g. [5], [1]), measuring MR signal hyperintensities (e.g. [6]), voxel-based studies that help to identify structural changes in the brains of schizophrenics [3], detection of structural differences between the brains using 3D volumetric texture analysis [7], as well as some special methods (e.g. [8]).

It is possible that interesting brain tissue variations between groups of subjects may be observed if differences in higher order statistics are examined. The higher order statistics are often considered in two different contexts of image analysis. First, to denote the spatial statistics of image change [9], [10]. Consideration of the image spatial domain is particularly relevant to such image patterns as 2D and 3D textures (e.g. [11], [7]). We are not interested here in texture in this commonly understood sense of the word, i.e. in spatial patterns. Instead, we are interested in regions which look rather random and their only difference is the underlying probability density function from which the observed values are drawn. More specifically, we are interested in detecting boundaries between regions the histograms of which differ in their third order statistics only. These boundaries are of particular interest because it is known that the human vision system can only see the boundaries between regions that differ in their first or second order statistics. Thus, in this paper we identify boundaries between brain regions which differ in third (skewness) but not in the first (mean) and second (variance) order statistics and compare the extent of such regions in schizophrenic patients and normal controls.

2 Materials and Methods

The MRI-T2 and MRI-PD data used refer to 40 subjects (21 schizophrenic patients and 19 normal controls). All subjects were scanned with a 1.5-T GE Signa (GE medical systems Milwaukee) at the Maudsley Hospital, London. Proton density and MRI-T2 weighted images were acquired with a dual-echo fast spin-echo sequence (TR=4000 ms, TE=20.85 ms). Contiguous interleaved images were calculated with 3-mm slice thickness and 0.856×0.856 mm in-plane pixel size in the axial plane parallel to the intercommissural line. The two groups were matched for age and social class as defined by the occupation of the head of the household at the time of birth. (Mean age for controls 31.5, with a standard deviation of 5.9. Mean age for patients 33.7 with a standard deviation of 6.9. Social class 1-3, controls 18/21 and patients 16/19.) The mean premorbid IQs for both groups were estimated by the National Adult Reading Test with the normal controls having slightly higher IQ. (Mean IQ of schizophrenics 101.5 with a standard deviation 11.3 and mean IQ for normal controls 107.4 with a standard deviation 9.6.) The schizophrenics had an average of 13.1 years of education, while the normal controls had an average of 14.3 years of education. All patients had been taking typical antipsychotic medication for more than 10 years. All subjects were righthanded male. The dual-echo sequence used for image acquisition is that commonly used as part of neurological examinations at the Maudsley Hospital, London, UK. In all cases the images were preprocessed so that only the brain parenchyma was extracted for further analysis [12].

The method is based on the mapping of invisible boundaries using a spherical sliding window (Fig. 1). At every position the window was divided into two halves along the x, y and z axes. Inside each half of the window the first, second, and third moments of the data were computed. The values produced in the window halves were compared and the differences along the three axes were treated as components of gradient vectors of the statistical moments. If the magnitude of mean and variance gradients at a window position were zero within a certain tolerance, the skewness magnitude was added to all voxels of the map situated within the window. Thus the map accumulated the skewness gradient magnitude of voxels that had zero mean and variance gradients. The sum of these skewness gradient values were used as a feature characterising a brain and the null hypothesis that “this feature is the same for
schizophrenics and normal controls” was tested. The inter-group differences of the maps were assessed statistically using linear multi-variate techniques commonly accepted in neuroscience.

3 Results

Synthetic images. Results of detecting invisible boundaries of synthetic 3D sphere and cube images that differ from background by skewness parameter only are shown in Fig. 2. The mapping technique used in this simulated data study was as described in the previous section. The only exception was that gradients of the mean and variance values were zero by definition and the mapping condition given on the right side of Fig. 1 was not examined.

Real images. For the real data the skewness gradient maps were computed for both groups and both image modalities with window diameter varying from \( d = 9 \) to \( d = 15 \) voxels. No significant inter-group differences were found using MRI-PD data while in MRI-T2 scans the percentage of mapped brain volume was significantly lower in patients (47.5 versus 55.4 in the control group, \( t = 4.57, p < 0.0001, d = 11 \)). Examples of resultant skewness gradient maps superimposed onto original MRI-T2 images are shown in Fig. 3. Statistical significance plots for mapped brain volume are provided in Fig. 4. The differences between the schizophrenic and control groups were significant for all tested window diameters (the lowest significance was 48.9 versus 55.6, \( t = 3.56, p = 0.001 \) for sliding window diameter \( d = 15 \)). Furthermore, the inter-group differences remain significant when the computed gradient is assigned to the central voxel of the window only, as opposed to all the voxels of the window (2.85% versus 3.73% in controls, \( t = 3.34, p < 0.0019, d = 11 \)) as well as when the average skewness gradient is computed over all voxels with non-zero skewness gradient (but zero mean and variance gradients) (1.66 versus 1.69 in controls, \( t = 3.62, p < 0.0009, d = 11 \)). However, when repeated for brain cerebral hemispheres separately, these measurements did not reveal any significant asymmetries.

In our earlier study [7] we reported structural differences between the brains of schizophrenic patients and controls detected on the same image data using 3D texture analysis methods. A comparison of these structural features with skewness gradient maps considered in the present study suggests that the new features introduced here are of a different nature than the other ones: structural differences [7] were localised in grey matter, close to the cortical surface while regions mapped here are predominantly in the white matter. A further investigation is necessary before firm conclusions can be drawn.
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Figure 1. Mapping boundaries between brain regions which differ in the third (skewness) but not in the first (mean) and second (variance) order statistics.

Figure 2. Mapping skewness gradient magnitude of synthetic sphere (top row) and cube (bottom row) images with different diameters of sliding window ($d=11$ and $d=15$). Image size: $200 \times 200 \times 200$ voxels. Sphere and cube size: 101 voxels, centered. Intensity parameters: Pearson-III distribution with mean $\mu=100$, variance $\sigma^2=400$, skewness $\gamma=1.0$ for background and $\gamma=2.0$ for sphere and cube. For each image the axial slice 101 is shown.
Figure 3. Examples of colour-coded skewness gradient magnitude maps for three schizophrenic patients (top row) and three controls (bottom row) superimposed onto original MRI-T2 images.

Figure 4. Statistical plots illustrating significant differences in mapped brain volume between the groups of schizophrenic patients and controls.
A method is presented that allows the fast simulation of abnormal distributions of cerebral perfusion through the synthesis of realistic stereotactic hypoperfusion lesions inside of a known normal brain. Abnormalities were first defined in standard space, as voxels with percentage perfusion reduction in known anatomical positions. The abnormality was spatially transformed to the subject space, and convolved with a measured point spread function (PSF), and then introduced into the normal image. The method is applied to a group of normal subjects to generate two sets of data. One is used to determine the sensitivity threshold of SPM99 analysis in our clinical setting, and another was prepared for audit of HMPAO SPECT analysis techniques, by simulating pathological presentation of disease. We present the initial findings of the applications.

1. Introduction

Single photon emission computed tomography (SPECT) perfusion imaging of the brain is a useful tool in the diagnosis of dementia. There are currently several widely accepted semi-quantitative analysis techniques described in the literature that are useful in aiding in the interpretation of SPECT images. These methods offer an increase in the level of sensitivity and specificity over that of viewing alone. Validation of the techniques is usually based upon cross-reference with clinical observations and psychiatric tests, and lacks the inclusion of known ground truth. Basic validation has been performed on statistical parametric mapping (SPM) using simulated data sets [1], however the method used for the generation of validation data did not produce very realistic images. The use of simulated images allows analysis to proceed with the ground truth being known, giving a method of indexing the accuracy and precision of the analysis method. Full system simulation can be achieved through the use of Monte-Carlo codes. These methods offer simulation of all aspects of the imaging system on a photon by photon basis, but are limited by very long run times to simulate a useful number of detected events.

Another method of simulating gamma camera images is to make assumptions based on measured data, and incorporate this information into the simulation. One such method uses a measured or modelled point spread function (PSF) and proceeds to model the detected distribution of events from a single point source of activity, eliminating the need to simulate each photon. The image is then formed by the combination of PSF’s for a given activity distribution. This method has been successfully implemented using different PSF models [2, 3, 4]. These methods can be extended to simulate abnormalities. We present a fast method for the simulation of realistic abnormalities in acquired normal data, incorporating an experimentally measured 3D PSF and existing normal reconstructed hexamethylpropyleneamine oxime (HMPAO) SPECT brain scans. The study reported here produces realistic lesions representing actual disease progression, using the Talairach atlas to synthesize the anatomical position of the abnormalities. Inter subject variability is achieved through the use of acquired normal subject images. Other methods have been described for the simulation of abnormal lesions for the validation of the performance of analysis, and various approaches have been used to simulate abnormal images [1, 5, 6].

2. Methods

2.1 Imaging, Processing and Analysis

Subjects were chosen retrospectively from the department database of carefully screened normal healthy controls, demonstrating no confounding problems. Subjects were injected, scanned and processed using the standard clinical procedure. The data is then reconstructed using filtered back projection (FBP) and extraneous facial activity is removed by interactive masking. A leave one out analysis was performed using SPM99.
(Wellcome Department of Imaging Neuroscience, London, UK) to ensure the analysis method was not introducing false positives into the normal subjects, and consequently all subjects over 80 years of age were omitted from the data set.

SPM99 was used for image analysis as follows. Images were spatially normalised to the SPM SPECT template using a 12 parameter affine transformation and a 12 step iterative non-linear deformation (4 x 5 x 4 basis functions, bi-linear interpolation). The images were then smoothed with a 16mm FWHM 3D Gaussian kernel, resulting in matrix size of 91x109x91 voxels with an isotropic voxel size of 2mm. The count level was normalised to the average maximum counts on both sides of the cerebellum. Analysis was then performed by comparing a single individual subject to a group of control subjects on a voxel by voxel basis using a two-sample t-test (p < 0.001 uncorrected). Clusters were considered abnormal at p<0.05 (corrected).

A 200mm diameter, cylindrical water filled phantom was used to contain the point source of activity for measurement of the PSF. A 2.3MBq point source measuring approximately 1mm$^3$ was placed at the centre of the phantom. The phantom was imaged at a distance of 15cm from the centre of rotation. The data is then processed using the same method as described above, and the measured PSF is scaled such that $\int PSF = 1$.

### 2.2 Simulation

VOI’s were extracted for each of the regions defined by the Talairach Daemon (Research Imaging Centre, University of Texas, USA), which is a stereotactic brain atlas based upon the space defined by Talairach and Tournoux [7]. The daemon splits the Talairach atlas into 5 levels consisting of cerebral organisation, associated lobe, associated gyrus/sulcus, the type of matter and the Brodmann area. Each region was extracted into individual left and right-sided regions, which can be used to precisely position abnormalities in standard space, such that they can be used in the simulation system. The regions were then transformed into the standard space defined by the Montreal Neurological Institute (MNI), as used by SPM, using a transformation supplied by Matthew Brett [8].

Spatial registration is then performed on the image using SPM99 with a 12 parameter affine transformation and the resulting transformation is stored for future use. The VOI’s to be simulated are selected and combined and/or masked with other VOI’s to produce a pattern of abnormality with the intensity at each voxel representing the percentage perfusion reduction in that voxel. The stored transformation matrix for the image is reversed and applied to the standardised abnormality to transform it to the original subject space. Abnormalities can also be defined directly as discrete voxels or clusters of voxels in predefined geometric shapes, which are positioned interactively on the reconstructed subject image. The abnormality map is then convolved with the measured PSF to generate a simulated abnormality distribution. This image is inverted and multiplied by (as opposed to subtracted from) the normal image. This process preserves features of the original image, such as the natural image noise, at a relative level. The result is a simulated abnormal image with a known abnormality distribution. Equation 1 illustrates this concept mathematically for the generation of the simulated image $I_{sim}$.

$$I_{sim} = I_{sub} \times (1 - (I_{ab} \odot I_{PSF}))$$

Where $I_{sub}$ is the subject image, $I_{ab}$ is the image representing the abnormality contribution in subject space (relative to 1) and $I_{PSF}$ is the measured and normalised point spread function.

### 2.3 SPM Sensitivity Assessment

This experiment was designed to ascertain the size and intensity detection threshold of SPM99 in the clinical setting. 21 subjects were selected retrospectively from the full normal database. From the group, a single control subject was used as a test subject and the remaining controls constitute the normal database for comparison using SPM. Four symmetrically paired abnormalities were stereotactically defined in the grey matter of the four major brain lobes in the reconstructed data. The abnormalities were initially defined in grey matter only, and the region size was increased by region growing and constraining the growth of the regions depending on the immediate neighbourhood of the voxels. Intensity was varied from 0% to 100% in 25% steps. Each abnormality was simulated, incorporated into the subject image and analysed. Table 1 gives a description of the abnormalities along with the stereotactic coordinates and the size of the abnormality. SPM analysis was performed using the standard protocoll, and an abnormality was considered detected if significant regional hypoperfusion was evident.
Table 1. Description of abnormalities used in SPM99 sensitivity measurement, showing the origin of the region and the actual abnormality size in voxels.

<table>
<thead>
<tr>
<th>Region</th>
<th>FR</th>
<th>FL</th>
<th>TR</th>
<th>TL</th>
<th>PR</th>
<th>PL</th>
<th>OR</th>
<th>OL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Origin</td>
<td>60 45 18</td>
<td>75 45 19</td>
<td>49 59 33</td>
<td>83 64 34</td>
<td>58 68 16</td>
<td>74 70 16</td>
<td>59 80 57</td>
<td>73 81 38</td>
</tr>
<tr>
<td>Size of region in voxels</td>
<td>152</td>
<td>158</td>
<td>146</td>
<td>159</td>
<td>149</td>
<td>151</td>
<td>144</td>
<td>145</td>
</tr>
<tr>
<td>Origin</td>
<td>255</td>
<td>255</td>
<td>254</td>
<td>260</td>
<td>244</td>
<td>251</td>
<td>241</td>
<td>258</td>
</tr>
<tr>
<td>Size of region in voxels</td>
<td>340</td>
<td>358</td>
<td>359</td>
<td>344</td>
<td>347</td>
<td>348</td>
<td>353</td>
<td>348</td>
</tr>
<tr>
<td>Size of region in voxels</td>
<td>467</td>
<td>460</td>
<td>447</td>
<td>456</td>
<td>459</td>
<td>451</td>
<td>449</td>
<td>456</td>
</tr>
</tbody>
</table>

2.4 HMPAO Brain SPECT Audit Data

The purpose of this experiment was to generate a set of abnormal subject images that could be used in the audit of cross centre analysis methods, facilitating a method of testing the efficacy of the methods. 29 normal subject images were available for this study. The studies were divided into two groups representing a normal database (group 1, n=19) and a group of subjects to be used for abnormality simulation to represent the unknown population (group 2, n=10). Age and sex variance was minimised within and across the two groups.

The abnormal group is subdivided to represent the four major dementia diseases, including Alzheimer’s dementia (AD, n=2), vascular dementia (multiple infarct dementia (MID), n=2), fronto-temporal dementia (FTD, n=2), dementia with Lewy Bodies (DLB, n=2), and 2 unaltered subjects. The severity of the condition was randomised across the abnormal group. The data was simulated and assessed locally, with the help of a nuclear medicine consultant, using SPM to iteratively reach a realistic representation of the true disease. The data set can be split into 3 different types of abnormal image; 2 images representing control subjects with no abnormality, 6 images representing common dementia types and 2 MID images with varying sizes and weights of abnormality that offer a method of assessing the sensitivity of the analysis method under study. In subsequent sensitivity and specificity measurement, the MID patients are not included in the analysis results.

3. Results

Table 2 shows the number of significant detected abnormalities (non significant in brackets) against the size of the abnormality and the percentage reduction applied.

<table>
<thead>
<tr>
<th>Size of Abnormality</th>
<th>150 Vx (5.8ml)</th>
<th>250 Vx (9.7ml)</th>
<th>350 Vx (13.5ml)</th>
<th>450 Vx (17.4ml)</th>
</tr>
</thead>
<tbody>
<tr>
<td>25%</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>50%</td>
<td>0 (0)</td>
<td>0 (3)</td>
<td>0 (4)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>75%</td>
<td>0 (2)</td>
<td>0 (5)</td>
<td>4 (8)</td>
<td>6 (8)</td>
</tr>
<tr>
<td>100%</td>
<td>0 (5)</td>
<td>4 (8)</td>
<td>8 (8)</td>
<td>8 (8)</td>
</tr>
</tbody>
</table>

Table 2. SPM99 - Number of significant and non-significant detected abnormalities for varying size and intensity. Abnormality sizes are given in voxels and ml.

The variation of sensitivity of abnormality detection with volume and intensity of perfusion deficit was determined. SPM analysis required a reduction of 50% for subsequent detection of significant abnormalities over the range of size studied, and similarly a minimum abnormality size of 9.7cc to detect any levels of significantly reduced perfusion. 100% sensitivity was only achieved for abnormalities larger than 13.5cc with a complete reduction in perfusion. Sensitivity was considerably higher for the temporal and occipital lobe abnormalities compared to the frontal and parietal lobes. No meaningful difference was witnessed between the two hemispheres of the brain.

The full audit data set has been analysed blindly using SPM99 by an experienced nuclear medicine physicist using our routine clinical protocol. The detection sensitivity and specificity for the introduced abnormalities were observed as 95% and 88% respectively for our clinical implementation of SPM99.

4. Discussion

This simulation method using measured PSF data and existing patient images offers fast simulation that cannot be achieved using more analytical approaches. The incorporation of the abnormality into the image through multiplication results in the preservation of the noise in the image at a relative level, removing the need to adapt.
the abnormality to take this into account. The inclusion of a stereotactic atlas and image registration allows for
the precise anatomical positioning of abnormalities, allowing the simulation of realistic disease presentation.
Furthermore, as the images are based on real subjects, anatomical and physiological variation is already included
in the images. Data generated using the simulation method could be used in the optimisation of different analysis
methods for individual sites.

There are currently several limitation of this simulation system. This method produces reconstructed data and as
such is not applicable to production of planar projection data such as would be required in the study of
reconstruction methods. This may also require that other centres protocols would need to be adjusted to take
this into account when performing quantitative analysis. The PSF used in this simulation is taken from an
average distance inside a water filled phantom, intended to represent the PSF for the average voxel. Distance
dependent factors affecting the PSF such as scatter and attenuation should be taken into account to provide a
more realistic model of the PSF. While the effects of noise were minimised through the use of large activities
for the PSF measurement, these effects cannot be totally removed, which adds uncertainty to the result. This
could be minimised through the use of three-dimensional mathematical modelling of the PSF incorporating these
parameters. Affine registration is used to transform the abnormality into the subject space, but does not take into
account individual physiological differences, and errors may be evident in the positioning of the abnormalities.
However, these errors would be generally small compared to the FWHM of the PSF, and are as such negligible.

The SPM99 sensitivity measurement allowed the diagnostic accuracy of the method to be assessed in our
clinical implementation (table 2). By varying the size, intensity and position of the abnormalities, the threshold
level could be obtained for each independent region. The method demonstrates the usefulness of the simulation
system in generating data that can be used to assess analysis software. A set of data has been generated that will
be used in the audit of cross centre analysis methods, and it is intended that this data will be used in a 99mTc
HMPAO brain SPECT pilot audit study. Initial analysis indicates that all of the simulated images represent their
intended presentation, and the results show variation in the detection of the introduced abnormalities.

5. Conclusion

We have presented a fast and realistic method of abnormality simulation in normal subjects, incorporating
anatomical and physiological variation. The method offers the ability to generate stereotactic abnormalities of
arbitrary or anatomical composition, allowing the pathology of disease to be simulated. The method has been
implemented to test the sensitivity of our analysis methods, and highlights problems associated with it.

The method described is useful for the generation of data sets allowing for the optimisation of processing and
analysis parameters, such that optimum sensitivity and specificity could be achieved for the method of choice
through the interactive adjustment of these parameters.
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Abstract This paper presents an algorithm for classifying different tissue types in MR brain images in both normal and abnormal cases. Initially, an adaptive greedy contour model has been developed to separate the intracranial volume (ICV) from the scalp and skull. Next, to counteract the blurring of tissue boundaries due to the partial volume effect, an algorithm for fuzzy segmentation is presented which uses integrated fuzzy spatial affinity with statistical distributions of image intensities for each one of the three tissues – white matter (WM), grey matter (GM) and cerebrospinal fluid (CSF) respectively. Experimental results of brain tissue classification on 3D real and simulated MR data are provided.

1 Introduction

In human brain imaging and diagnosis, Magnetic Resonance Imaging (MRI) has become an important tool, providing good soft tissue contrast, its non-invasive nature is also an advantage. Extraction of the 3-D (three-dimensional) structure of soft-tissues is one of the active areas of research in computer-aided analysis and diagnosis. The classification of MR images of the brain, that is, assigning each voxel to a specific tissue type has received a considerable amount of attention. The soft tissue contrast enables complex and subtle brain structures to be clearly visualised. However, a unique correspondence of grey level ranges to different tissue types does not exist. It is difficult to detect anatomical structures due to unpredictable regions of interests (ROIs) in the presence of noise, finite spatial resolution and partial volume effects. The process of labelling voxels as members of different non-overlapping regions, whose union is the entire image, is called image segmentation [1]. In this paper, algorithms for three-dimensional segmentation of anatomical objects from MR brain images are presented.

Approaches to segmentation may be classified into different categories: edge-based detection represents the boundaries of objects where signal changes occur [2] while region-based methods [3,4] grow connected regions, which are homogeneous according to some measure of gray level or texture. Automatic thresholding and morphological operations have been used in many segmentation techniques [5,6]. Each of these groups may be further divided into subgroups: hard and fuzzy – depending on whether the defined voxels are described with a binary value of 1 or 0 (known as hard) or the amount of tissue belonging to the given tissue class of the voxel (known as fuzzy) [7-9]. However, a major disadvantage of the use of fuzzy techniques alone is that they do not incorporate information about spatial relationships. The limited spatial resolution of MR imaging and the complex shape of the tissue interfaces in the brain imply that a large portion of voxels are affected by partial volume (PV) voxels, i.e., voxels that contain a mixture of two or more tissue types, and not a single tissue.

In this paper, a deformable contour model has been used that is a modified version of the greedy algorithm [12] to delineate the ICV from the skull and scalp. After delineating the brain, we have used spatial affinity based relative fuzzy classification to label the regions of white matter, grey matter and CSF. In our experiment, we used T1-weighted MR brain images and experimental results of brain tissue classification on real and simulated brainweb 3D – MR data [14] are provided.

2 Methods

2.1 Deformable Contour Model

Active Contour Models (ACM) were first introduced by Kass et al [13] to deform a contour to extract a feature of interest within an image. This algorithm provides a promising framework for boundary detection through the solution of energy minimization using variational calculus. The energy function is an integral sum of different weighted energy constraints. Williams et al [12] modified the ACM with the greedy algorithm to make it more stable and flexible. The original contour model was attracted to contours with large image gradients and in the greedy algorithm, the location that gives the smallest energy value is chosen. In this study,

\textsuperscript{1} Author Email: runa@medphys.ucl.ac.uk
a deformable model has been developed based on the modified version of the ACM [12] to delineate the volumetric brain structures.

The model requires a set of control points (CPs) to start with which roughly delineate the volume of interest on several slices. In this case, object boundaries do not need to be marked precisely and also it is not necessary to do this on every slice. These CPs are then regenerated by using cubic spline interpolation to produce the same number of evenly spaced CPs that are smooth in the first derivative and continuous in the second derivative, both within an interval and at its boundaries. These CPs are then sorted so that they are roughly adjacent to each other in the third dimension. Splines are then generated between each set of connecting CPs in the third dimension to generate a full set of CPs, i.e., one for each slice.

After generating the full set of CPs, the ACM is then used to adjust their position and shape to find the best nearby contour by optimizing the spline energies of the model. Each possible configuration of the contour is associated with the total energy dependent on the elasticity and rigidity of the spline. Among the energies, internal spline forces impose a smoothness constraint on the contour to control continuity, stretching and bending of a contour. In this case of elastic energy, the approximation of evenly spaced contour points has been maintained by calculating the average distance between all points for contours in the xy plane and in the z direction respectively, which guides the overall performance of the model. The external energy is a weighted combination of two terms: one attracts the model to edges and the other constrains the model to surround a homogeneous region. In our method, we move the CPs to the desired regions by normalizing the energy values for internal and external energies. Dependent on the direction of normal vector and the curvature of each connecting line between the CPs, we calculate the maximum gradient of internal energy (continuity and bending energy) \( I_d \) as well as for the external energies, \( E_{ext} \) in the given search space \( s \) and the subscript \( d \) means the gradient. We also calculate the difference of energies, \( I_{ks} \) and \( E_{ks} \) with the minimum energy of each of these CPs respectively in the given \( s \), where \( k \) is the number of neighbourhood points. Next, all the CPs are reparameterised by normalizing \( I_{ks} \) and \( E_{ks} \) with the maximum gradient \( I_d \) and \( E_d \) in \( ks \) space. New CPs are then constructed using the energy minimization to give the best fit to the structure of interest.

The three-dimensional deformable model is composed of a set of control points that are connected both in a two-dimensional plane and between slices. \( v_{xy}(i) = \{x(i), y(i)\} \) and \( v_{xyz}(i) = \{x(i), y(i), z(i)\} \) represent a section of contour in the \( xy \) plane and connected contours with components in \( xyz \), where \( x, y \) and \( z \) are the spatial coordinates and \( i \) is the length along the contour. The total energy can be represented by:

\[
E_{total} = \int \left[ E_{dcm}[v_{xy}(i)] + E_{dcm}[v_{xyz}(i)] \right] di
\]

where \( E_{dcm}[v_{xy}(i)] = \alpha E_{int}[v_{xy}(i)] + \beta E_{ext}[v_{xy}(i)] \)

and \( E_{dcm}[v_{xyz}(i)] = \alpha E_{int}[v_{xyz}(i)] + \beta E_{ext}[v_{xyz}(i)] \)

where, \( E_{int} \) represents the internal spline energy, \( E_{ext} \) represents the energy from image features. \( \alpha \) and \( \beta \) are the weighting parameters to control the internal energy and the image energy, respectively. Figure 1(a) shows the results of applying the algorithm on simulated brainweb 3D-MR data [14].

### 2.2 Relative Fuzzy Classification with Spatial Affinity

The main aim in this study is to compensate for the blurring effect of tissue boundaries due to the partial volume effect. To overcome this effect, the statistical distributions of the image intensities of each tissue type \( p_{wm}, p_{gm}, \) and \( p_{csf} \) have been integrated with the fuzzy spatial affinity of each tissue element to classify the WM, GM and CSF. Classification assigns voxels/regions in an image into one or more specified classes and voxels can be a hard (binary) or fuzzy process. In the hard binary case, the voxels are assigned to classes with a value of 1 or 0, whereas in fuzzy classification, the process assigns the membership values for each tissue type in each voxel. Therefore, the membership values e.g. \( \mu_{wm}, \mu_{gm}, \) and \( \mu_{csf} \) indicate the amount of tissue present in the voxel or the probability that that voxel belongs to the given tissue class. Alone the fuzzy process can not incorporate information about the spatial context making it sensitive to noise. In order to minimise this problem we calculate the connectedness between each group of tissues in the spatial domain.
The fuzzy classification process is designed to minimize the overall objective function $F$ with respect to the membership functions $\mu_{ik}$ and the centroids $v_k$:

$$F = \sum_{i=1}^{n} \sum_{k=1}^{c} (\mu_{ik})^m (\|x_i - v_k\|)^2$$

where, $x_i$ is the observation at voxel $i$, $c$ is the number of clusters or classes, $n$ is the image domain and the parameter $m$ determines the amount of fuzziness of the resulting classification. The membership values of a voxel $i$ to each class $k$ are $\mu_{ik} \in [0,1]$ and $\sum_{k} \mu_{ik} = 1$ and the cluster centres $v_k$ are upgraded using the membership values $v_k = \left( \sum_{i=1}^{n} (\mu_{ik})^m x_i \right) / \left( \sum_{i=1}^{n} (\mu_{ik})^m \right)$.

The spatial affinity between voxels has been taken into consideration in the classification process. Here, connectedness takes into account the adjacency of the voxels and the similarity of their intensity values. This affinity is then used to assign the strength of connectedness between the voxels and the tissue classes by using the strength of connectedness between the successive points in the connecting path. The final strength of connectivity within the same tissue class is the maximum strength along the path of minimum distance. The fuzzy affinity in a membership image is a function of (i) the fuzzy adjacency between the voxels, (ii) the homogeneity of the voxel intensities along the connecting path, (iii) the closeness of the voxel intensities and of the intensity-based features (mean and standard deviation) to some expected intensity and feature values for the tissue class and (iv) the relative location of the voxels. In general, the implementation of fuzzy connectedness for $c,d \in C; \mu_{fc}(c,d)=h(\mu_{cm}(c,d),f(c),f(d),c,d)$, where $c,d$ are the image locations of the two voxels, $\mu_{cm}(c,d)$ is an adjacency function based on the distance of the two voxels, and $f(c)$ and $f(d)$ are the intensity of voxels $c$ and $d$, respectively. Fuzzy connectedness is a fuzzy relationship in $C$, where $\mu_{fc}(c,d)$ is the strength of the strongest path between $c$ and $d$, which has the smallest affinity along the path. In Udupa [10, 11], a hard binary relationship is used in $C$ based on the fuzzy connectedness: $\mu_{fc}(c,d)=1$, if $\mu_{fc}(c,d)\geq \theta \in [0,1]$, otherwise 0, and $\mu_{cm}$ was chosen to a hard adjacency relation. In our study, a modification was used in the fuzzy connectedness algorithm to take into account spatial affinity relationship along with the fuzzy membership values. In this study, we have used an affinity relationship based on $\mu_{wm}, \mu_{gm}$, and $\mu_{cf}$, the adjacency of the tissue elements, and the intensities without any extra weighting parameter. With this modification, we are able to assign the undefined voxels to a tissue class based upon their spatial affinity. Figure 1(b), and (c) show the classification result of WM, and GM respectively of simulated brainweb data [14] obtained from this fuzzy process.

**Results and Conclusion**

This paper presents a new method for the segmentation of 3-D MR brain images. The proposed deformable contour model demonstrated here can successfully delineate the ICV from the scalp and skull. In this paper, a spatial affinity based relative fuzzy classification algorithm has been applied in the real and simulated 3-D brain images and the result on a healthy clinical data set is presented in Figure 2. Figure 3, shows the results of the proposed algorithm on the brainweb data, with Figure 4 showing the corresponding slices from the gold standard data for comparison. A comparison of tissue volumes is provided in Table 1. In comparison with previous published results, this new segmentation technique performs satisfactorily with regard to tissue classification of WM, GM, and CSF. This algorithm has been developed to identify and classify multiple sclerosis and tumour tissue and initial indications are that this classification technique can identify multiple sclerosis lesions.
Figure 1. Segmentation of simulated brainweb data.

Figure 3. Fuzzy labelling of brain tissues.

Figure 2. Result on a healthy clinical data set.

Figure 4. Labelling obtained from gold standard data.

<table>
<thead>
<tr>
<th>Simulated tissue volumes: (BrainWeb)</th>
<th>WM (voxels)</th>
<th>GM (voxels)</th>
<th>Brain (voxels)</th>
<th>CSF (voxels)</th>
<th>ICV = Brain + CSF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>674777</td>
<td>902912</td>
<td>1577689</td>
<td>371945</td>
<td>1949634</td>
</tr>
<tr>
<td>Segmentation results on simulated data</td>
<td>694944</td>
<td>890611</td>
<td>1585555</td>
<td>384750</td>
<td>1970305</td>
</tr>
<tr>
<td>Error (%)</td>
<td>2.9%</td>
<td>1.4%</td>
<td>0.5%</td>
<td>3.4%</td>
<td>1.06%</td>
</tr>
<tr>
<td>Published Error results</td>
<td>3% [15]</td>
<td>4% [16]</td>
<td></td>
<td></td>
<td>4% [17]</td>
</tr>
</tbody>
</table>

Table 1: A comparison between the developed method and the simulated brain web data is presented for volume calculation of WM, GM, CSF and ICV with previous published result.
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1 Introduction

Currently, the growth of ovarian follicles under stimulation for fertility treatment is monitored using 2D ultrasound. The follicle size is recorded as the mean of two approximately orthogonal diameters across the follicle, in the plane in which the follicle appears largest. Human Chorionic Gondaotropin (hCG) is administered to the patient 36 hours prior to oocyte recovery, at a time when the oocytes are considered to be mature. The decision as to when to administer hCG is based solely on the mean diameter measurement, subject to blood estradiol levels being within acceptable limits.

In [1] we presented a semi-automatic method for the measurement of follicle volumes from freehand 3D ultrasound. This paper presents a study of the accuracy of the volume measurements, together with a study of the effect that using this volume measurement would have on management of the hCG decision.

2 Method

2.1 Accuracy of 3D measurement

In [1] we presented a semi-automatic method for the measurement of follicle volumes from freehand 3D ultrasound. This method uses a level set based region growing algorithm to segment manually identified follicles in 3D, whilst simultaneously interpolating the surface where data is absent. To assess the accuracy of this 3D volume measurement, volumes measurements from the reconstruction system were compared to aspirated follicle volumes as follows; The ovaries from 9 patients undergoing IVF treatment were scanned prior to oocyte recovery. The entire ovary was scanned for the 3D scan and all follicles were reconstructed. To aid identification of each follicle at the time of aspiration the clinician who would perform the follicle aspiration observed the 3D scan and labelled diagrams were drawn for each scan by the scanning clinician. Still images of the significant follicles were also printed and labelled. Although ideally all follicles would be measured in each ovary, if an ovary contained more than about 6 follicles, identification of follicles at aspiration is very difficult. Therefore only the follicles for which the aspirating clinician could be confident of a correct identification had volumes measured and recorded. Aspirated volumes were recorded to the nearest 0.5ml. The current clinical measure of follicle size recorded is the mean diameter. This assumes that the follicle is spherical and therefore that the diameter is representative of the follicle volume. To test this assumption, mean diameter measurements were also made at the time of the 3D scan. The volumes of the follicles were estimated from the clinical diameter measurements using a spherical model, for comparison to the aspirated volume.

2.2 Effect of volume on clinical decision

For a new system to be adopted for use in a clinical context it is necessary to show that quality of treatment management is at least equivalent to that of the current system in use. For fertility treatment management the quality of treatment management must be assessed for the decision as to when to administer hCG.

After a period of about 1 week of monitored hormonal stimulation of the ovaries, the follicles are nearing maturity. At this stage the decision as to when to aspirate the follicles must be made. The hormone hCG must be administered 36 hours before aspiration, to complete the maturation. Currently the decision of when to administer hCG and aspirate the follicles is made largely on an assessment of the number of mature follicles. A follicle is considered mature if it is greater than 18mm in mean diameter, and is considered post-mature if greater than 25mm. The hCG decision must be generally consistent between systems, if the reconstruction system is to be used for treatment management. It must be shown that the same decision is made whether based on volume measurement or based on mean diameter. In cases of a difference of decision, it is necessary that the volume measurement provides a better tool for treatment management.

\footnote{gooding@robots.ox.ac.uk}
To investigate whether the use of volume instead of diameter affects this decision, a simulation of this decision was used. Both diameter and volume measurements from 16 patients were collected. These measurements were presented to a clinician independently and in a random order. The clinician was asked to make a decision as to whether the follicles were mature and if the patient was ready for the hCG injection. The clinician was given access to the general relationship between volume and diameter to assist them in understanding the volume measurements. The measurements from all 16 patients were included randomly twice, to evaluate if the clinician’s decision was consistent. The 32 diameter and 32 volume sets were coded so that the clinician was not aware of the correspondence between diameter data sets and volume data sets, or between repeated measurements. However since the clinician was not accustomed to making an hCG decision based on volume, it was necessary to establish a parametric relationship between mean diameter and volume. This relationship was found as described in [2], by measuring the volume and diameter of 191 follicles and fitting a curve through the data as the model of the relationship. The clinician was allowed to refer to this relationship, as presented in figure 1, when presented with the volume data, such that an equivalent diameter could be found.

3 Results

3.1 Accuracy of 3D measurement

The data acquired consisted of 21 follicles for which aspirated volume, reconstructed volume, and diameter measurements were available. The low number of follicles in this part of the study is a result of the difficulty in identifying follicles at aspiration once the first follicle has been aspirated. This problem was also identified in [3], where only the largest follicle was measured in each of 25 patients.

Use of the Bland-Altman plot [4], shown in figure 2, illustrates that the estimated volume underestimates the aspirated volume by about 25%. The reasons for the underestimate have not been identified, and it is noted that the clinical measurement also underestimates the aspirated volume by about 25%. However, our main concern is with the reproducibility compared to the clinical measurement, since a measurement with a proportional error can still be used as an effective measure, but a measurement with high variance cannot.

Qualitatively it can be seen that the measurement made by the 3D system has a lower spread than the clinical data. Quantitatively, the variance of each data set from a linear fit to the data was 1.13ml$^2$ and 0.43ml$^2$ for the clinical and automated data sets respectively. For an F-test to be used to determine if the difference in variance between these sets is significant, it is necessary that the sets follow a Normal distribution. A chi-squared test was performed to check for normality. None of the data sets were rejected from being considered Normal. The F-test shows that the 3D reconstruction system has a significantly different variance to both the clinical measurements (p=0.966).
Figure 2. This graph shows the Bland-Altman plot for the reconstruction volume measurements and clinical volume estimates. Both the reconstruction method and clinical measurement have similar bias. The reconstruction method has a lower variance than the clinical measurement.

This variance is much lower than that of the clinical measurement, and therefore the 3D reconstruction system can be considered to be out-performing the current clinical measurement method.

3.2 Effect of volume on clinical decision

Generally the hCG decision made by the clinician was consistent for both presentations of each set of patient data, whether based on diameter and volume. For both diameters and volumes measurements there was only one patient (6.25%) for whom the decision of the clinician was different on the second occasion. However, this discrepancy occurred with a different patient for each measurement method. This is not unexpected since borderline cases will exist independent of the measurement method used. This experiment does show that the decision made by the clinician is highly repeatable.

For two patients (12.5%) the decision of the clinician differed when using volume measurements rather than diameter measurements. For these patients it is necessary to examine the reason for the discrepancy. In both cases the volume measurements were larger than would be expected given the diameter measurements, leading the clinician to decide on the basis of volume that hCG should be administered, whereas on the basis of diameter hCG would be postponed. Figure 3 shows the 3D reconstruction for an ovary from one of these patients, together with the plane in which the diameter was measured manually. The foreground follicle corresponds to the follicle for which the diameter measurements are shown. In the reconstruction is can be seen that the plane of measurement was perpendicular to the major axis of the follicle and as such the diameter measurement can be considered to be in error. In a protocol where the aim is to find the plane of maximum diameter it is expected that any error in finding this plane will lead to underestimation of the follicle size, leading to the hCG injection being incorrectly postponed.

4 Conclusion

It has been shown that the automated volumetric follicle reconstruction method presented in [1] has significantly lower variance than the state-of-the-art 2D clinical measurement. It should be expected that the diameter measurement would have higher variation because the diameter measurement cannot account for the shape of the follicles as they deviate from the spherical model. Despite this variation, there existed a large degree of agreement between hCG decision based on diameter measurement and those based on volume measurement. In those cases where there was a difference in the decision made, it is apparent that the volume measurement is of assistance, because the true size of the follicle is known. Therefore use of this measure may lead to better management of the treatment. However there still exists borderline decision cases even when using volume measurement. This should be expected because the decision is still fairly subjectively based on the size of the follicle and the expected oocyte yield. Use of expert systems [5] may be of benefit in such a well specified decision environment. Although it was
Figure 3. This figure shows the plane in which the clinician made the diameter measurement, together with the 3D reconstruction of the follicles within the ovary. This plane was perpendicular to the major axis of the follicle shown with measurements. The equivalent follicle can be seen in the foreground on the reconstruction. In such cases the diameter measurement can be seen to be in error.

possible for the clinician to base decisions on volume measurements, there was a need to have the relationship with diameter available to help the clinician understand how to interpret the volume measurement. This need will persist to some degree when/if volume measurements are adopted clinically.

Further work should consider the effect on treatment outcome of management based on follicular volume. Variability of decision between clinicians should also be considered.
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Abstract. Tumour glucose metabolism can be quantified in vivo using $^{18}$F-fluoro-deoxy-glucose positron emission tomography (FDG PET) and Patlak graphical analysis, using image-derived input functions for the tumour and blood. However, the accuracy of uptake measures obtained by this method is undermined by effects arising from the limited spatial sampling of PET imaging devices. This paper describes the development and clinical validation of techniques to minimise and correct for these effects: optimised ROI analysis, concentration recovery correction and blood activity-time curve (BATC) normalisation.

1 Introduction

Positron emission tomography is a functional imaging technique, a sophistication of the radioisotope imaging techniques used in conventional nuclear medicine, which maps the biodistribution of a radiopharmaceutical incorporating a positron emitting isotope through coincident detection of the gamma photons produced when the emitted positrons annihilate with electrons within tissue. Coincident detection of annihilation photon pairs affords PET superior imaging performance compared to conventional techniques, together with the ability to quantify tracer concentration in vivo. Measures of radiopharmaceutical concentration are typically derived from PET images using region of interest (ROI) analysis. Uptake is most commonly expressed in terms of the radioactivity concentration at a fixed time post-injection, normalised to appropriate factors such as injected radioactivity and patient mass. ROI analysis can also be applied to a dynamic series of PET images to obtain blood and tissue activity-time curves which can act as input functions for kinetic models, enabling quantification of uptake in terms of the biological parameters associated with the uptake mechanism. This image-based approach avoids the risks associated with rapid arterial sampling, the traditional method of obtaining the BATC.

The majority of PET studies use the radiopharmaceutical $^{18}$F-fluoro-deoxy-glucose (FDG) to detect and characterise tumours by means of their elevated glucose metabolism. In addition, pre- and post-therapy scans can be used to identify residual disease and assess response to treatment. The change in FDG uptake measures between pre- and post-therapy scans could be used to classify response [1] using a system analogous to that currently employed in anatomical imaging [2].

As PET imaging devices are limited by finite spatial sampling and statistical noise, the radioactivity distribution seen in the PET image is not an exact representation of the true distribution within the imaged object. For a PET scanner operating as a 2D slice imaging device, the effect of finite spatial sampling can be described in terms of recovery loss and spillover in the transaxial plane, and the partial volume effect in the axial direction. Recovery loss and spillover arise from the convolution of the true radioactivity distribution with the scanner response function, recovery loss being the reduction in the contribution from radioactivity in the lesion to a ROI-based concentration measurement and spillover being the contribution from radioactivity in surrounding tissues. The partial volume effect arises from signal averaging within the volume represented by the ROI pixels. For FDG-avid tumours, this is most pronounced for the first and last PET image slices in which the tumour appears, as these correspond to volumes partially occupied by normal tissue containing a much lower $^{18}$F concentration.

The impact of limited spatial sampling on measures of tumour concentration measures can be reduced by careful ROI analysis, but there remains a discrepancy between measured and true concentration for smaller structures. If uncorrected, this discrepancy would lead to inaccurate measures of radioactivity concentration, which could in turn undermine the accuracy of response assessment via FDG PET. The aim of this work was to improve the quantitative accuracy of FDG uptake measures acquired by Patlak graphical analysis, using tumour activity-time curves (TATCs) obtained by optimised ROI analysis and concentration recovery correction and BATCs normalised to the venous $^{18}$F concentration.

Correspondence should be addressed to Heather A Williams, e-mail: HeatherA.Williams@cmmc.nhs.uk
2 Methods

2.1 Imaging and blood sampling protocol

Five patients with stage IIIB or IV primary non-small cell lung cancer (NSCLC) underwent dynamic PET imaging, initiated to coincide with intravenous administration of 200MBq $^{18}$FDG. The dynamic imaging protocol consisted of 18 frames, those at the start of the series being shorter in order to adequately characterise the BATC peak [3]. A transmission scan was performed prior to administration, to confirm correct positioning and facilitate attenuation correction. 3 ml venous blood samples were taken from the arm contralateral to the injection site at approximately 45, 55 and 65 minutes after administration. For the second patient, the sampling line became blocked and samples were withdrawn from the injection site, after first withdrawing and discarding 10ml of blood [4].

Each frame was reconstructed by filtered back-projection (FBP) using a Hanning filter with a cut-off frequency of 0.156 mm$^{-1}$ (67% Nyquist), and measured attenuation correction (MAC). In addition, the frame in which radioactivity concentration peaked within the aorta was reconstructed using ordered subsets expectation maximisation (OSEM) with 28 subsets, 2 iterations and a 3 mm$^{-1}$ Gaussian post-filter, with segmented attenuation correction (SAC). The radioactivity concentrations in the venous blood samples were determined using an automatic sample counter calibrated for $^{18}$F, and decay-corrected to the time of administration.

2.2 TATC definition

Tumour ROIs were defined on the 18th frame, acquired from 60 to 75 minutes post-injection. Four different ROI analyses were used: conventional, focussed, and optimised ROI analysis with and without recovery loss. Conventional and focussed analyses reflect the methods most commonly used to obtain radioactivity concentration measures. Conventional analysis defines radioactivity concentration as the mean of the average concentrations within each of a series of ROIs drawn by eye around the outer edge of the lesion on each of the transaxial slices in which the lesion was visible. Focussed analysis was also carried out for cavitated lesions, by applying conventional analysis to the most FDG-avid focus within the lesion. Conventional and focused ROIs were copied onto all preceding frames to produce TATC$_{conc}$ and TATC$_{foc}$, respectively.

![Figure 1. Variation of RC with FWHM for optimised ROI analysis.](image1)

![Figure 2. Concentration recovery correction process](image2)

Optimised ROI analysis defines radioactivity concentration as the mean of the average concentrations within each of a series of circular ROIs of diameter equal to the clinical spatial resolution (8.4 mm for $^{18}$F), centred semi-automatically over the peak activity within the lesion on all but the first and last transaxial slices in which the lesion was visible. In a previous comparison of several ROI analyses, this was found to minimise the discrepancy between measured and true radioactivity concentration [5]. This discrepancy is quantified using the recovery coefficient (RC), defined as the measured radioactivity concentration divided by the true radioactivity concentration, in the absence of surrounding activity. Figure 1 shows the variation of RC with the full width at half-maximum (FWHM) of the lesion activity profile, which formed the basis of the concentration recovery correction process shown in Figure 2. Phantom studies have shown that this process produces corrected $^{18}$F radioactivity concentrations within 10% of the true concentration for lesion diameters greater than 14.3mm and lesion to surrounding radioactivity ratios less than 3.4:1 [5]. Optimised ROI analysis was applied to the tumour images from frames 12 to 18, both with and without concentration recovery correction, to produce TATC$_{opt}$ and
TATC\textsubscript{optcorr} respectively. Contrast in earlier frames was inadequate for accurate central placement of ROI and accurate determination of FWHM.

### 2.3 BATC definition and normalisation

The blood ROIs were defined over the aorta, as BATCs obtained from this vessel have been shown to most closely resemble the arterial radioactivity-time curve [6]. Conventional ROI analysis was applied to those image slices where the aorta appeared perpendicular to the transaxial plane [7], from the OSEM-reconstructed frame in which radioactivity concentration peaked within this structure. These were then copied to all preceding frames to create BATC.

The BATC was matched to the venous radioactivity concentration by subtracting the mean difference between the BATC and the venous sample concentrations at 45, 55 and 65 minutes post-injection from all BATC data-points, creating BATC\textsubscript{norm}. Where actual blood sample times deviated from the scheduled sample times, the venous radioactivity at the schedule times was deduced by linearly interpolating between, or extrapolating from, the existing data. This method is based on the work of Hoekstra and colleagues [8].

### 2.5 Kinetic analysis

Kinetic analysis was performed using the Patlak graphical method [9], adapted to account for the discrete nature of PET data. In this model, TATC and BATC data are related by Equation 1:

\[
NC(n) = K_i \cdot NT_n + V_d
\]  

where \( NC(n) = \frac{C_T(n)}{C_P} = \) normalised counts
\( K_i = \) rate constant for unidirectional, steady state trapping of \(^{18}\text{FDG}\) into the tumour, \( \text{min}^{-1} \)
\( NT_n = \sum_{i=a}^{n}[C_T(i) \cdot \Delta t(i)] = \) normalised time
\( V_d = \) volume of distribution for unmetabolised FDG (approximate), unitless
\( C_T = \) FDG concentration in tumour, \( \text{kBq} \cdot \text{ml}^{-1} \)
\( C_P = \) FDG concentration in blood, \( \text{kBq} \cdot \text{ml}^{-1} \)
\( n = \) Dynamic frame number
\( \Delta t = \) Dynamic frame duration, minutes

Plots of NC against NT were obtained for each of the four TATCs with BATC, and TATC\textsubscript{optcorr} with BATC\textsubscript{norm}. Values of \( K_i \) were obtained from a least-squares fit to the linear phase of the curve, corresponding to frames 12 to 18, and the correlation between NC and NT quantified using Pearson’s coefficient (r). The significance of changes in \( K_i \) with different input functions was assessed at the \( p = 0.05 \) level using analysis of covariance and Fisher’s (F) test.

### Results

![Figure 3. Patlak plots for patient 1, for various TATC+BATC combinations.](image1)

![Figure 4. Variation in \( K_i \) with BATC+TATC combination for all five patients. Error bars denote the standard error in \( K_i \).](image2)
Good fits were obtained to the linear phase of all plots ($r \geq 0.98$). The differences between $K_i$ for TATC$_{conv} + $BATC and TATC$_{foc} + $BATC were statistically significant from those for TATC$_{optcorr} + $BATC in all cases. For patients 3 and 5, the difference in $K_i$ was also significant between plots for TATC$_{opt} + $BATC and TATC$_{optcorr} + $BATC. The differences between $K_i$ for TATC$_{optcorr} + $BATC and TATC$_{optcorr} + $BATC$_{norm}$ were statistically significant in all cases.

4 Discussion

The imaging methodology was well-tolerated by patients with advanced NSCLC. Optimal ROI analysis, concentration recovery correction and BATC normalisation were successfully applied and generated highly-correlated Patlak plots from which the kinetic parameter $K_i$ was obtained. Figures 3 and 4 show a progressive increase in $K_i$ from conventional to focussed, then focussed to optimised ROI analysis can be attributed to the ROI becoming smaller, and encompassing a more homogeneous population of pixel values which are more representative of the true radioactivity concentration in tumour. An additional increase in $K_i$ is observed with recovery loss correction for 4 of the 5 patients, although this is only statistically significant for 2 patients. $K_i$ increased still further with BATC normalisation. Neither concentration recovery correction nor BATC normalisation degraded the quality of the linear fit.

5 Conclusion

This method is clinically practicable and successfully corrects for the effects of limited spatial sampling, preventing underestimation of $K_i$ and potentially improving the accuracy of response assessments using this index of FDG uptake.
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Abstract. Screening programmes using retinal photography for the detection of diabetic eye disease are being introduced in the UK. The large number of images involved has encouraged a number of groups to develop software to detect the earliest signs of disease. However, for such analysis to be effective one must first ensure that image quality meets two standards: that the image has sufficient clarity, and that the correct region of the retina has been photographed. This paper describes a solution to the latter problem based on the detection of known features, including the fovea and optic disc, in the retinal images. Constraints on the location and extent of the detected features have been devised that allow the image field of view to be verified. Results are presented for 1067 images from the Grampian diabetic retinal screening programme.

1. Introduction

Diabetic retinopathy (DR) is the major cause of blindness among the working-age population in the UK. In the majority of cases, the blindness is preventable if it is detected early enough. However, in its early stages the disease is entirely asymptomatic, which has necessitated the development of nationwide screening programmes for diabetic eye disease. As screening programmes require the examination of large numbers of images, software to automatically detect whether disease is present has been developed by a number of groups [1,2]. For this analysis to be effective, one must first ensure that image quality meets certain standards. The first is that the image clarity must be adequate to view relevant lesions if they are present [3]. The second is that the photograph should include the correct region of the retina, approximately centred on the fovea. No work has previously been published which describes automatic assessment of this second important aspect of image quality.

This paper describes a fully automated technique that assesses the adequacy of FOV of images in a DR screening programme. The approach is based on the accurate location of the essential features in the retinal image. Metrics are defined using the relative locations and sizes of these features which must satisfy certain conditions for the image to be accepted as having an adequate FOV.

2. Methodology

2.1. Source and type of images

The images for the study are taken from patients attending the Grampian Diabetes Retinal Screening Programme. A 45° single field disc/macula photograph was taken of each eye. Images are acquired using a Canon D30 digital camera attached to either a Canon CR5-45NM or a Canon CR6-45NM fundus camera. Image size is 2160 by 1440 pixels with the fundus occupying a cropped disc inside a region of 1600 by 1440 pixels. The training set for the development of automated methods contained 395 images. The test set contained 1067 images, representing one month’s images.

The adequacy of the image FOV was graded by a clinical research fellow using the criteria listed in Table 1, with examples shown in Figure 1. All grading was performed on a 22” monitor (Iiyama VM Pro 514) displaying the green plane of the colour image, which has the greatest feature contrast. The locations of the fovea and optic disc (OD) and which eye (left or right) were also recorded for comparison with the automated results.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Classification</th>
<th>Requirement for adequate FOV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optic disc complete</td>
<td>True / false</td>
<td>True</td>
</tr>
<tr>
<td>Macula complete</td>
<td>True / false</td>
<td>True</td>
</tr>
<tr>
<td>Temporal arcades complete</td>
<td>True / false</td>
<td>True</td>
</tr>
<tr>
<td>Small pupil artefact present</td>
<td>True / false</td>
<td>False</td>
</tr>
</tbody>
</table>

Table 1. Grading data recorded by the clinical research fellow.
3. Automated feature detection methods

3.1. Vessel detection

The cropped circular region occupied by the fundus image can be selected by intensity thresholding followed by morphological operations to clean the result. The image intensity is then scaled so that the maximum intensity is 255. The first stage of vessel detection is to create image \( g \) in which a pixel is given a positive value if an edge filter gives a positive response on one side and a negative response on the other, at a distance from the pixel of the order of half the expected vessel width. More precisely this can be written:

\[
g(x,y) = \min( e(x_1,y_1), -e(x_2,y_2) )
\]

where \( e \) is the response of the edge filter, \( (x_1,y_1) = (x,y) + (u,v) \), \( (x_2,y_2) = (x,y) - (u,v) \) and \( (u,v) \) is a vector whose length is of the order of half the expected vessel width in a direction perpendicular to the vessel axis, (Figure 2(i)). Next morphological erosion with a linear structuring element perpendicular to the edge filter is applied. The entire vessel detection is applied at 18 orientations and the maximum, denoted \( G \), is taken of the 18 results.

A constant threshold applied to \( G \) is not suitable due to variability between and across images. Instead, a range of thresholds coupled with basic shape analysis has proved more effective. A sequence of four thresholds is generated from the histogram of \( G \) and applied to create four binary images. Each of the binary images is dilated to remove isolated empty pixels, skeletonised, and has spurs removed. The skeleton is broken at junctions to create two-ended segments. The straightness of each segment is calculated by taking the ratio of the Euclidean distance between its endpoints and its arc length. Segments with length less than 90 pixels and straightness greater than 1.4 are rejected. Segments which pass these size and straightness criteria from any of the four binary images are combined. An example segmentation result is shown in Figure 2(ii): the vector \((u,v)\) was deliberately chosen to ensure that the widest vessels are detected since the goal is to detect the temporal arcades.

3.2. Temporal arcade detection

The temporal arcades are the main veins and arteries that originate from the OD and extend in the direction of the temples: they have a roughly elliptic form with one apex on the OD, and are roughly symmetrical about the fovea. Since only approximate locations are required at this stage, the vessel image can be sub-sampled at 1:32 ratio by summing pixels in 32x32 blocks, to increase processing speed. The elliptical shape is detected using a Hough transform repeated for a set of 90 left- and right-hand semi-ellipses at various inclinations, aspect ratios and sizes, (Figure 2(ii)). The maximum response in Hough space gives the semi-ellipse location, inclination, size, aspect ratio and whether it is right- or left-handed. The set of pixels that contributed to this point in Hough space are taken to represent the main temporal arcades. Their lengths are calculated by finding the pixels which
contributed to the maximum point in Hough space. These pixels are divided into two sets using a line drawn through the OD and fovea (locations determined as below). These sets of pixels are skeletonised and then the arc length of each is calculated to give an estimate of the length of the superior and the inferior temporal arcades.

3.3. Optic disc and fovea location

A region, \( R_{OD} \), reliably containing the OD, is a region of height 520 by width 440 pixels centred on the point of the semi-ellipse with vertical tangent. (Figure 2(ii)). The OD location is then determined more accurately using a Hough transform searching for the expected circular shape of the OD applied to edges in the red and green planes of the image. The maximum point in Hough space within \( R_{OD} \) is taken as the centre of the OD, (Figure 2(iii)).

A region \( R_{FOVEA} \), found to reliably contain the fovea, is a circle of diameter 400 pixels centred on a point which lies on a line through the centre of the OD and the centre of the semi-ellipse at a distance of 585 pixels from the OD, (Figure 2(ii)). The fovea location is determined more accurately by band-pass filtering the image, detecting minima and calculating the correlation coefficient with a fovea model at each minimum. The minimum with highest correlation coefficient within \( R_{FOVEA} \) is taken as the fovea location, (Figure 2(iii)). If all minima are external to \( R_{FOVEA} \) then the centre of \( R_{FOVEA} \) is used as the fovea location.

3.4. Small pupil artefact (SPA) detection

A SPA, (Figure 1(vii,viii)), is caused when the “SP” (small pupil) feature of the fundus camera is used. The SPA appears as the outer rim of the image having zero or very low contrast, either very dark or coloured green. After suitable pre-processing to reduce the influence of smaller scale features such as vessels, gradient detection is performed to find image regions where the intensity gradient is approximately radial and above a given threshold. This region is then skeletonised, short branches are removed, and sections are removed whose direction is not tangential to a circle centred on the image. If the remaining skeleton pixels form at least 52% (determined using the training set images) of a circle centred on the image then a SPA is assumed to be present.

3.5. FOV evaluation

Metrics were defined based on the locations of the fovea, OD and image edge, defined as the edge of the background or the edge of the SPA if present, as shown in Figure 3.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D_1 )</td>
<td>Distance from centre of OD to edge of image.</td>
<td>&gt;0.5DD</td>
</tr>
<tr>
<td>( D_2 )</td>
<td>Distance of fovea from edge of image.</td>
<td>&gt;2DD</td>
</tr>
<tr>
<td>( \theta )</td>
<td>Angle of line joining centre of OD to fovea.</td>
<td>&gt;-5.7°, &lt;24.7°</td>
</tr>
<tr>
<td>( A_{SUP} )</td>
<td>Length of superior arcade.</td>
<td>&gt;2DD</td>
</tr>
<tr>
<td>( A_{INF} )</td>
<td>Length of inferior arcade.</td>
<td>&gt;2DD</td>
</tr>
<tr>
<td>( D_3 )</td>
<td>Diameter of visible fundus.</td>
<td>≥1400 pixels</td>
</tr>
</tbody>
</table>

Figure 3. Metrics used in the determination of adequate FOV. DD is the mean OD diameter (246 pixels).
4. Results

The results for the accuracies of feature detection are shown in Table 2. Accuracy of right/left (R/L) eye determination is presented as the percentage of images in which the correct result was obtained according to the clinical grader: all errors were images with no OD visible. Accuracy of location of fovea and OD are presented as the percentage of images in which the automatically determined location and the manually determined location are separated by less than the given distance, where \( DD = \) mean OD diameter (246 pixels): results are limited to images in which the clinical grader deemed these features to be visible. Arcades incomplete and SPA present are presented as sensitivities and specificities for these conditions being detected by the automated system. The clinical grader deemed that a SPA was present in 21 images of the training set and in 53 of the test set. Results for the determination of adequate FOV are given in Table 3. The clinical grader deemed that 27 images of the training set and 50 images of the test set had an inadequate FOV.

<table>
<thead>
<tr>
<th>Data set</th>
<th>R/L eye</th>
<th>OD location</th>
<th>Fovea location</th>
<th>Arcades incomplete</th>
<th>SPA present</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Accuracy (&gt;0.5DD)</td>
<td>Accuracy (&gt;0.25DD)</td>
<td>Accuracy (&lt;1DD)</td>
<td>Accuracy (&gt;0.5DD)</td>
</tr>
<tr>
<td>Training</td>
<td>98.7%</td>
<td>97.4%</td>
<td>95.4%</td>
<td>99.7%</td>
<td>94.7%</td>
</tr>
<tr>
<td>Test</td>
<td>98.3%</td>
<td>98.0%</td>
<td>97.2%</td>
<td>98.7%</td>
<td>95.7%</td>
</tr>
</tbody>
</table>

Table 2. Feature detection performance.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>88.9% (CI: 71.9% – 96.2%)</td>
<td>95.1% (CI: 92.4% – 96.9%)</td>
</tr>
<tr>
<td>Test</td>
<td>92.0% (CI: 81.2% – 96.8%)</td>
<td>92.8% (CI: 91.1% – 94.2%)</td>
</tr>
</tbody>
</table>

Table 3. Sensitivity and specificity for detection of inadequate FOV.

5. Conclusions

In the context of an automated image grading system in a DR screening programme, image quality assessment is important so that images of insufficient quality for automated DR grading are passed to manual graders. This study has shown that it is possible to automatically detect images whose FOV is inadequate to a sensitivity of 92.0% and specificity of 92.8%.

Of the 4 images incorrectly classified as adequate FOV by the automated system, 3 were of inadequate clarity for DR grading and so would be picked up by an automated system for assessing image clarity. It is intended that the work described here be combined with automatic assessment of image clarity, to enable a full assessment of the gradability of the image for retinopathy. This will be covered in a future publication.
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Developing a Method of Automatic Prostate MRI Segmentation
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Abstract.
In patients with Benign Prostatic Hyperplasia (BPH), disease progression can be quantified by measuring the ratio of the volume of prostate’s peripheral zone (PZ) to the volume of the remaining central gland CG. Here we report on progress toward automating this measurement by developing a method of automatically segmenting MR images of prostates into PZ and CG using a combination of grey-level tissue classification and 3D shape modelling. A rationale for this approach is presented based on an analysis of the process of manual segmentation, and its potential limitations are explored for a data set of 22 patients.

1 Introduction

Benign Prostatic Hyperplasia (BPH) is a non cancerous enlargement of the prostate affecting 70% of men between the ages of 61 and 70, rising to 80% for men over 80 [1]. This enlargement can cause constriction of the urethra which runs though the center of the prostate leading to difficulties in passing urine, and can cause the prostate to impinge on the bladder leading to an increased need to urinate. In 20-30% of men aged 80 treatment is required and this can take two forms: surgery to increase the width of the urethra, or drugs to shrink the prostate and/or reduce the smooth muscle tone [2].

Figure 1 shows a typical MR axial slice through the middle of a prostate. Anatomically the prostate is usually divided into several zones, but in an MR image only two regions can be distinguished: the Central Gland (CG), and the Peripheral Zone (PZ) [3]. BPH mostly occurs in the CG region, causing it to expand and compress the PZ region, and this effect becomes more pronounced as the disease progresses - thus the degree of BPH and hence treatment effectiveness, can be quantified by measuring the ratio of PZ to CG tissue [1,4]. Manual segmentation of the two regions from MR slices is extremely time consuming and the goal of this project is to develop an automatic method of CG/PZ segmentation.

2 The data set

The data collected for this project was acquired using a 1.5T Philips Gyroscan ACS MR scanner (software version NT5.3, Power Track 600, synergy body coil). So far we have concentrated on T2 weighted fat suppressed images as these give good CG/PZ contrast and good separation of the prostate from its surrounding tissue. There are 22 patients and for each there are 50 axial slices with a thickness of 2mm and a resolution of 256x256.

![Figure 1. An axial MR slice of a prostate.](image1)

![Figure 2. A sagittal MR slice of a prostate.](image2)

![Figure 3. A coronal MR slice of the prostate.](image3)

Figures 1 to 3 show an example of how the prostate appears in the MR images when sliced in the axial, sagittal, and coronal directions. In T2 weighted images the CG is generally darker than the PZ, and in these images the two can be relatively easily distinguished.

*philip.allen@man.ac.uk
3 Manual segmentation

Manual segmentation of the CG and PZ is usually performed on the axial slices and from the resulting stack of contours a 3D surface can be constructed and hence the CG and PZ volumes can be obtained. Like any manual segmentation this is a tedious and time consuming process and is vulnerable to subjectivity and inaccuracy, however there are also problems peculiar to this data concerning the anatomy of the prostate and the nature of BPH.

3.1 Anatomy

Figure 1 shows an axial slice from the mid-section of the prostate - the view typically published. Here the CG and PZ can be fairly easily distinguished and manual segmentation is reasonably straightforward. Figure 4 shows an axial slice from the same patient but closer to the top of the prostate - in this region the view tends to be complicated by a number of factors: (1) The edges of the prostate are less distinct as the slice is no longer perpendicular to the prostate wall. (2) The bladder is visible and is of similar intensity to the prostate making it difficult to distinguish the two. (3) The seminal vesicles arise from the PZ region and are indistinguishable from the PZ in terms of grey-level alone.

The most troublesome of these structures are the seminal vesicles as there is no visible boundary between these and the PZ. A difference in texture can be observed in slices further into the seminal vesicles, but in the slices where they first arise from the PZ they are almost impossible to distinguish. This means that the segmenter has to make a decision on where the boundary between PZ and seminal vesicles is based on careful study of the three orthogonal views, and a knowledge of what the prostate should look like - i.e. that it does not have lobes sticking out of it near the top. This is of course vulnerable to considerable subjectivity.

Figure 5 shows another axial slice again from the same patient but toward the bottom of the prostate. The main problem here is that there is a sphincter surrounding the urethra sitting in a recess in the bottom of the prostate (see figure 3) and this can be confused with the CG. Reference to the coronal projection can usually resolve this. A further complication here is that the very tip of the prostate usually splits into two separate lobes and can be confused with other structures below the prostate of similar intensity - once again reference to the other orthogonal projections can help here.

3.2 CG/PZ border ambiguity

As BPH progresses large bright nodules can develop in the CG region giving it a heterogenous appearance and at the same time the pressure exerted on the PZ region can cause it to darken as water is squeezed out of the tissue. This makes the border between the two regions less distinct and in some places non-existent - this is illustrated in figure 6.
Figure 7 shows the results of segmenting the slice in figure 6 using only the assumption that CG is darker than PZ. Figure 8 shows the same slice but segmented correctly - here the user is using clinical knowledge that the dark regions of PZ are still PZ and that bits of PZ cannot end up within the CG. Thus part of the manual boundary is based on a visible edge between light and dark pixels, and part is based purely on a mental interpolation with no underlying evidence in the image data to support it.

We conclude from this that segmentation is in fact a two stage process: The first stage is to make a coarse classification based on grey level alone and the second is to impose a smooth spatial constraint based on the user’s knowledge of what a prostate ought to look like. It is this two-stage interpretation of the segmentation process that we are attempting to formalise in an automatic segmentation method.

4 Automatic segmentation

Our approach is to use grey level pixel classification to mimic the initial coarse segmentation described in section 3.2 and then use a 3D point distribution model to apply a spatial constraint.

4.1 Pixel classification

Figure 9. An axial MR slice of a prostate.

Figure 10. The grey-level histogram of figure 9.

Figure 11. The result of applying grey-level tissue classification using a three gaussian model to figure 9.

Figure 9 shows a T2FS axial image cropped around the prostate, and figure 10 shows the grey level histogram for figure 9 in which three distinct peaks can be seen corresponding to surrounding non-prostate tissue which we can now consider as background ‘B’, central gland ‘CG’, and peripheral zone ‘PZ’. It is a reasonable assumption in an MR image that a pure tissue will produce a mean signal intensity with gaussian distributed noise, and so if we assume that there are only three pure tissues in this image we would anticipate an overall grey level distribution that is a sum of three gaussians.

Figure 11 shows the result of fitting a three gaussian model to the histogram in figure 10 using simplex, and then using the resulting fit to classify each pixel in the image as either PZ, CG, or B [5, 6]. In this case it works very well as this example has a relatively homogenous PZ and CG and the two are easily distinguished. In a less homogeneous case like the one in figure 6 the bright BPH nodules in the CG will be wrongly classified as PZ and the dark compressed regions in the PZ will be wrongly classified as CG, and so a further smooth spatial constraint is required.

4.2 Shape modelling

For each annotated example of the prostate we have a set of points and from these we can create a 3D point distribution model (PDM) [7]. For this to work effectively the points on each example shape must correspond anatomically and this is usually achieved by using the same number of points when marking up each example and ensuring that the points correspond. However, this is very difficult to do on 3D surfaces and so here we employ a method of automatic correspondence optimisation [8]. In this method the set of surfaces are initially parameterised with a set of equally spaced points spread over the surface. The position of these points are then adjusted until the most compact PDM is achieved - compactness in this case being measured by the ‘minimum description length’ of the model.
The 3D PDM gives us a method of generating new examples of prostate surfaces using a number of parameters to control shape that is greatly reduced from the number of points involved. This malleable surface then needs to be fitted to the tissue classified data and to do this we need an objective function which measures how well an example shape fits the data. An intuitive approach is to maximise the number of pixels within each surface to which they have been classified, in other words count the number of pixels classified as CG within the inner surface of the model, the number of PZ pixels between the inner and outer surfaces of the model, and the number of background pixels outside both model surfaces.

5 Preliminary results and discussion

Before attempting to fit the model to the data it is possible to test the theoretical limit of its performance by quantifying its ability to represent each of the shapes in the training set in a leave-one-out test: For each example in the training set a 3D PDM is built from the other examples and the nearest plausible shape to the current example is generated from the model. By repeating this for all examples in the data set and measuring the difference between the real shape and the model generated shape we can quantify the performance of the model. We used the CZ/PZ ratio error as our benchmark as it is what we intend to measure using this method.

Most of the examples (19/22) are within 10 % (µ = 7%, σ = 7%) of the marked-up shape, but there are a some examples poorly explained by the model giving an error as large as 30%. This limitation appears to be caused by the model being unable to account for extreme variations in the relationship between the CG and PZ surfaces. When the two surfaces are modelled separately the error falls to a mean of 2.12% (σ = 1.74%) with a maximum of 8%. This suggests that there are too few examples to adequately model both the variation in shape of the two surfaces and their relationship to each other. Modelling the two surfaces individually offers the greatest potential accuracy for this data set, but may reduce the specificity in the model.

Initial experiments in shape fitting using simplex show promise as the objective function landscape in shape space is fairly smooth. However the tendency of simplex to become trapped in local minima requires the search strategy to be specified carefully to achieve optimal results. The introduction of a stochastic element to the search strategy has proven particularly significant and so the use of genetic algorithms will be investigated in the next phase of this project.
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Abstract
The optic nerve head is that region of the retina where nerve fibres and blood vessels pass through the sclera. It is sensitive to changes associated with glaucoma that can occur without other symptoms. Diabetes can also be the cause of changes in the appearance of the retina. The changes from the normal appearance can be diagnostic of the diseases, tracking of the changes in sequential images can be used to assess treatment or the progress of the illness. We are concerned with developing automated techniques of generating quantitative descriptions of the retina that might be used in diagnosis and treatment.

Normal and abnormal images were collected from a range of sources, to simulate the mass screening process. Although full colour images were collected, only the green channel was processed as it had the greatest contrast. Blood vessels were removed using morphological techniques. The boundary of the optic disk was estimated using a simple edge detector and the circular Hough transform. Heuristic methods were defined to identify true and false positives. Although we do not expect the optic disk to be circular, this technique identifies it with sufficient accuracy to identify its approximate centre, which is used as the origin of 24 uniformly distributed radial vectors. The images were resampled along these vectors. The resulting image was filtered using the Lee filter and thresholded. In one or other of these images, normal subjects had a region of maximum grey value that extended the full width of the image (at the centre of the optic disk) but did not extend the full height.

Using a chi-squared test, the separation of normal and abnormal images using this test was found to be highly significant ($p < 0.05, n = 60$).

1 Introduction
The optic nerve head is that area of the retina where nerve fibres and blood vessels pass through the sclera. It is sensitive to changes in intraocular pressure associated with glaucoma that may occur asymptotically and which can be diagnostic and that must be tracked to monitor the progress of treatment. Likewise, there are changes in the appearance of the retinal surface that are associated with diabetic retinopathy that are also diagnostic and should also be tracked to allow the progress of the disease and treatment to be assessed. Currently, a clinician, or clinicians, performs the diagnosis and uniform standards cannot be guaranteed. Likewise, a clinician or clinicians perform the tracking at repeat examinations and the repeatability of the assessments cannot be guaranteed. We are seeking methods of quantifying the optic disk objectively: firstly to identify groups of patients who have abnormal ocular appearances and should be further investigated; and secondly to track changes in the appearance of the retina.

In this paper we shall provide a brief overview of previous attempts at quantifying the optic nerve head, we shall describe the data capture process that simulates a mass screening process, we shall describe the algorithms used to analyse the images and present sample results.

2 Review
One of the symptoms of glaucoma is an increase in pressure within the eye as a result of blockage of the flow of aqueous humour, a watery fluid produced by the ciliary body. The increase in pressure damages the optic nerve that carries information from the retina to the brain. In most cases the damage occurs asymptotically, i.e. before the patient notices any changes to his or her vision. The damage is irreversible; treatment can only reduce or prevent further damage. Visually, the damage is observed as a change in the relative areas of the optic disk and the cup within the disk, figure 1.

Diabetes mellitus is a disorder of carbohydrate metabolism characterised by dysfunctional production of insulin, and thereby elevated blood sugar levels. This leads to problems with different organs such as the eyes, kidneys, heart and cardiovascular system and nerves. Diabetes mellitus has two side effects on the blood vessels: leaking and clogging that can lead to degradation of the retina (retinopathy). This is observed as the proliferation of new vasculature and clotting, figure 2. Retinopathy is one of the main causes of blindness in the working age population [1].
To characterise the optic disk (and retina) the optic disk and retinal vasculature must be identified. The disk has previously been identified using the maximum variance as an indication for the location of the disk [2]; template matching followed by principle component analysis (PCA) [3]; by measuring the strength of vessels and the attributes of the bright areas of the image [4] or by identifying the origin of the vessel tree [5]. Colour morphology and dynamic contours (snake) in different colour spaces [6, 7] and wavelet segmentation [8] have been used. Edge detection followed by curve fitting has also been used [9, 10, 10].

3 Materials
The tools to be developed will be used in multiple clinics that are unlikely to have the same image capture devices. To simulate this, our data was gathered from a range of sources. Diabetic retinopathy images were obtained at the Department of Optometry at UMIST, using a Topcon NW6S Non-Mydriatic Retinal Camera. These images were saved as 24-bit true colour JPEG files. Images were taken with a field view of 45 degrees. Glaucoma images were collected from Manchester Royal Eye Hospital; these images were also in the JPEG format. Normal images and a second set of diabetic retinopathy images were downloaded from the STARE (STructured Analysis of the Retina) website [11].

All images were converted to a similar size, as close as possible to 512 by 512 pixels: given the constraints of scaling by an integral factor and retaining the images’ aspect ratios. Pixels were represented as 24 bit values. The scaled images were stored in the JPEG format using the best quality settings i.e. near lossless. Although approximately 90 images were gathered, 16 normal, 31 glaucoma and 13 diabetic retinopathy images were suitable for processing. Of the other 30, some were blurred and others did not contain the whole optic disk. Although full colour images were captured, only the green channel was processed as it was found to have the greatest contrast for these studies.

4 Methods
The green band of the images was processed as it was found that these images had the greatest contrast between the optic disk and the retinal tissue. Firstly, the blood vessels in the image were suppressed by morphological
methods (closing). We then defined 24 radial vectors using the approximate centre of the optic disk as the origin. The image was resampled along these vectors to form a representation that was subsequently processed.

### 4.1 Optic disk location and image resampling

An approximate location of the centre of the optic disk is required. The image was firstly enhanced using the Sobel operator, and then thresholded using the local mean and variance to compute the threshold value. The remaining points were input to a circular Hough Transform, the largest circle was found consistently to correspond to the optic disk, figure 3. The origin of the circle was used for the resampling vectors.

![Colour image after deleting vessels](image1)

![Edge points detected by Sobel filter](image2)

![Circular Hough Transform space](image3)

![OD by applying CHT on edge points](image4)

**Figure 3.** Location of the optic disk using the Circular Hough Transform.

Twenty four uniformly distributed vectors were defined, starting at the optic disk centre. The image was resampled at regular intervals along these using nearest neighbour interpolation.

### 4.2 Processing resampled images

The resampled images were processed using the Lee filter [12] which suppresses small scale variations whilst retaining significant features. An 11 by 11 pixel kernel was used. It was found that in many images of normal retinas (set A), the cup region was transformed into a region of maximum intensity spanning the width of the image, but not extending the image’s height. This image was also thresholded, at a value of mean + 0.5*standard deviation. It was found that a set of normal images (set B) also had a region of maximum intensity spanning the width of the image, but not extending the image’s height. The union of the two sets includes virtually all of the normal images.
5 Results
Sixty images, including 15 normal and 45 abnormals were processed as described above. If the resultant images were members of set A or set B they were classified as normals. The results are summarised in the contingency table, table 1.

<table>
<thead>
<tr>
<th>Result</th>
<th>Positive</th>
<th>Abnormal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>Abnormal</td>
<td>7</td>
<td>38</td>
</tr>
</tbody>
</table>

Table 1. Contingency table.

A chi-squared test gave a significant result ($p < 0.05$), indicating that the test is able to separate normal from abnormal (glaucoma or diabetic retinopathy) images. A success rate of 65% was obtained, with sensitivity and specificity rates of 60% and 84% respectively.

6 Conclusions
In this study we set out to develop methods of separating normal from abnormal images (cases of glaucoma or diabetic retinopathy). These would be used in a screening clinic to identify at-risk patients.

Images were collected from various sources to mimic the data collected at a range of sites. Methods were developed to separate the normal from the abnormal images; this was done with reasonable success. Whilst the modest success could be attributed to the insensitivity of our analysis, it can also be attributed to the nature of the diagnosis: we are labelling images as being abnormal or not, without recognising that there is a spectrum of appearances.

The tests indicate that the optic disc’s appearance is more uniform in the normals and becomes progressively less so as the diseases progress.

Future work is directed in two directions: accumulating further data and developing more robust and accurate methods of processing this highly variable data.
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\textbf{Abstract.} We use Kernel Canonical Correlation Analysis (KCCA) to infer brain activity in functional MRI by learning a semantic representation of fMRI brain scans and their associated activity signal. The semantic space provides a common representation and enables a comparison between the fMRI and the activity signal. We compare the approach against Canonical Correlation Analysis (CCA) by localising “activity” on a simulated null data set. Finally we present an approach to reconstruct an activity signal from a testing-set fMRI scans (both simulated and real), a method which allows us to validate our initial analysis.

1 Introduction

Understanding the functional processes of the brain is still a new and difficult task. Functional Magnetic Resonance Imaging (fMRI) is a relatively new tool with the purpose of mapping the sensor, motor and cognitive tasks to specific regions in the brain. The underlying mechanics of this technique is in the regulation of the blood flow as an excess of oxygen is supplied to active neurones causing an increase in oxygenated blood surrounding the tissue of the active brain region. This effect is referred to as BOLD (Blood Oxygenation Level Dependent) signal.

We present a Kernel CCA (KCCA) approach to measure the active regions of the brain using fMRI scans and their activity signal. Friman et. al \cite{1} have shown that CCA can give us the ability to introduce several time-courses as the BOLD response has been shown to vary both between people and brain regions. In previous work \cite{2} we have shown that applying kernel methods \cite{3} can increase the performance of CCA. Finally we show that due to the properties of KCCA \cite{4} we are able to use this approach to reconstruct the activity signal from an “unknown” testing-set fMRI scans a process that allows us to validate our prior analysis.

The paper is divided as follows, Section 2 gives a brief introduction the method used and the baseline comparison. Section 3 describes the experiments taken place and Section 4 brings forward final discussion.

2 Method

Proposed by H. Hotelling in 1936 \cite{5}, Canonical correlation analysis seeks a pair of linear transformations one for each of the sets of variables such that when the set of variables are transformed the corresponding co-ordinates are maximally correlated \cite{6}. Let

\[
\rho = \max_{w_x, w_y} \frac{w'_x C_{xy} w_y}{\sqrt{w'_x C_{xx} w_x w'_y C_{yy} w_y}}
\]

the maximum canonical correlation is the maximum of \(\rho\) with respect to \(w_x\) and \(w_y\). We represent the two time-courses as a linear combination of pixel time-course

\[
x(t)w_x = x_1(t)w_{x1} + \ldots + x_m(t)w_{xm}
\]

and any chosen time sequence to represent the fMRI modal

\[
y(t)w_y = y_1(t)w_{y1} + \ldots + y_m(t)w_{ym}.
\]

CCA may not extract useful descriptors of the data because of its linearity. Kernel CCA offers an alternative solution by first projecting the data into a higher dimensional feature space (where \(n < N\))

\[
\phi : x = (x_1, \ldots, x_n) \mapsto \phi(x) = (\phi_1(x), \ldots, \phi_N(x))
\]

before performing CCA in the new feature space, essentially moving from the primal to the dual representation approach.

\footnotesize
\textsuperscript{†}The work was done while Ola Friman was at Linkoping University, Sweden
\textsuperscript{*}Correspondence author (Hardoon) at drh@ecs.soton.ac.uk.
Definition 1. \( \langle \cdot, \cdot \rangle \) denotes the Euclidean inner product of the vectors \( x, y \) and is equal to \( x' y \). Where we use \( A' \) to denote the transpose of a vector or matrix \( A \).

Kernels are methods of implicitly mapping data into a higher dimensional feature space, a method known as the “kernel trick”. A kernel is a function \( K \), such that for all \( x, z \in \mathcal{X} \)
\[
K(x, z) = \langle \phi(x), \phi(z) \rangle
\]
where \( \phi \) is a mapping from \( \mathcal{X} \) to a feature space \( F \). The weights can be written as a linear combination of the training examples, let
\[
w_x = \phi(x)\alpha.
\]
Hence we obtain from CCA (for details [4, 6]) the dual representation
\[
\rho = \max_{\alpha, \beta} \frac{\alpha'^T K_x K_y \beta}{\sqrt{\alpha'^T K_x^2 \alpha + \kappa \alpha'^T K_x \alpha}} \sqrt{\beta'^T K_y^2 \beta + \kappa \beta'^T K_y \beta}. \tag{4}
\]
As KCCA requires two views we provide \( K_x \) as a kernel from the fMRI brain scan and \( K_y \) as a kernel from the chosen time-sequence. In [6] we observe that with full rank kernel matrices maximal correlation can be obtained, suggesting that learning is trivial. To force non-trivial learning we introduce a control on the flexibility of the projection mappings by penalising the norms of the associated weights (detailed description of CCA and KCCA can be found in [4]), we obtain
\[
\rho = \max_{\alpha, \beta} \frac{\alpha'^T K_x K_y \beta}{\sqrt{\alpha'^T K_x^2 \alpha + \kappa \alpha'^T K_x \alpha}} \sqrt{\beta'^T K_y^2 \beta + \kappa \beta'^T K_y \beta}. \tag{5}
\]

3 Experiments

3.1 Activity Localisation

We compare KCCA to the baseline CCA as presented in [1, 7, 8, for brevity we refer the reader to the papers for details on the CCA method]. The regularisation parameter \( \kappa \) from equation (5) is computed a priori as described in [2, 6]. In the following experiment we use the correlation values computed by CCA though in KCCA we prefer to compute the weights associated to the pixels, as this can give us more information on the activity of each pixel, this step can also be done with CCA although we do not compute it as this approach is not as intuitive as with KCCA.

As it is impossible to tell which method is better when real data is used, we experiment with controlled simulated data. We embed square-wave “activity” in a null data set (no brain activity). The paradigm of the applied activity is 10 images rest, 10 images activity and so forth. Resulting with 200 time points. As we know the activation period we use for our time sequence a square-wave representation of activity (1) and rest (−1) over the 200 time-course. We use a linear kernel for both the fMRI data and the square-wave “activity”.

In figure 1 the found true-positive and false-positive pixels using CCA are plotted we are able to observe that although there is a decline in the number of false-positive pixels located, the number of false-positive outnumbers the number of true-positive pixels. At a threshold of 0.74 we are able to observe in figure 1(right plot) that the rate of false-positive drop below that of the true-positive but not in a significant measure. In figure 2 the found true-positive and false positive pixels using KCCA are plotted. As expected the number of false-positive pixels start at a much higher rate then that found with CCA as with KCCA we take into account all the pixels in the image. Although this worse start we are able to observe a sharp drop in the number of false positive pixels accompanied with a steady and slower drop in the number of true-positive pixels. We also find that the number of true-positive pixels located surpasses the number of false-positive, with a relatively low threshold. This suggests that KCCA is able to extract a better ratio of true to false positive pixels.

3.2 Statistical Reconstruction

In the following section we present an approach of statistically reconstructing a signal from the fMRI scans. This reconstruction approach will allow us to determine the validity of our prior analysis for if we have learnt the
appropriate function we will be able to reconstruct it. Let $X$ be the fMRI training examples and $X_t$ the fMRI testing examples, $Y$ be the training activity time sequence and $Y_t$ the testing activity signal we want to reconstruct. Let

$$g_{w_x, w_y} = \|X w_x - Y w_y\|^2$$

(6)

where $g_{w_x, w_y} \approx 0$ as we want the feature $X w_x$ from one view of the data to be identical to the feature $Y w_y$ obtained from the second view of the data, this will be true on the training data if there is a high correlation between the two views. Therefore we can rewrite equation (6) as

$$\|X w_x - Y w_y\|^2 \approx 0$$

(7)

$$X w_x \approx Y w_y$$

(8)

We divide the fMRI data into a training and testing set. On the training data we compute the KCCA coefficients $\alpha, \beta$. Let $K_{x_t} = \langle X_t, X \rangle$ be the fMRI testing kernel and $K'_{y_t} = \langle Y_t, Y \rangle$ be the time sequence testing kernel. [4] have shown that this equivalence can be held true also for the testing data using efficient regularisation. Hence we justify the usage of equation (8) and equation (3) to define

$$X_t w_x \approx Y_t w_y$$

$$K_{x_t, \alpha} \approx Y'_t Y / \beta.$$  

As we are interested in finding the testing-set unknown activity time sequence we can rearrange the equation to

$$Y_t \approx (K_{x_t, \alpha} \cdot (Y / \beta)^{-1})'.$$

(9)

As we are no longer interested in the weight vector but in the reconstruction of the signal, we are not confined to the usage of inner product kernels, in the following experiment we compare the success rate between the linear kernel as used, to the Gaussian kernel (defined in equation (10))

$$K(x_i, x_j) = \exp\left(-\frac{\|x_i - x_j\|^2}{\sigma^2}\right)$$

(10)
using $\sigma$ as the minimum distance between the different labelled images.

We test our approach using the square-wave time sequence of 1 representing activity and $-1$ representing rest for both the simulated and real data experiments. The real data is comprised of mental calculation, the adding of two numbers, and right hand index finger flexing. For the simulated data and mental calculation we use the first 160 scans for training and the remaining 20 for testing, while with the finger flexing we use the first 180 for training and the remaining 20 for testing. We randomise the examples prior to the training and testing separation. Once we obtain the reconstructed $Y_t$ we threshold it by $T = 0$, i.e. $\hat{Y}$ be the thresholded reconstructed signal

$$\hat{Y} = \begin{cases} 1 & \text{if } Y_t \geq 0 \\ 0 & \text{otherwise} \end{cases}$$

Table 1 shows the average overall results of successfully reconstructing the activity time sequence for the testing fMRI data over 100 repeats using both a linear & Gaussian kernels. We are able to see that the linear kernel performs better than the Gaussian. It is important to state at this stage the difference between CCA and kernel CCA (KCCA) with a linear kernel. The former uses a larger number of features than in CCA, which are computed implicitly in the kernel.

<table>
<thead>
<tr>
<th>Data-Set</th>
<th>Linear</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulated data</td>
<td>97.4%</td>
<td>95.8%</td>
</tr>
<tr>
<td>Finger flexing</td>
<td>75.25%</td>
<td>69.25%</td>
</tr>
<tr>
<td>Mental calculation</td>
<td>48.6%</td>
<td>41.55%</td>
</tr>
</tbody>
</table>

We provide an initial experiment in attempt to learn the mental process prior to the finger flexing by setting the square-wave sequence such that the three images before the actual finger flexing were considered as active and all the remaining images were considered as inactive. We have trained as before using a linear kernel and attempted to reconstruct this new square-wave sequence over an average of 100 random repeats. We find that we can successfully reconstruct the signal with an average success rate of 83.3%.

4 Discussion

For future work we would like to try more elaborate time basis functions and to experiment on different data types (emotional, mental and other motor data) and tailored kernels for better extracting the activity/signal. A further interesting avenue would be to observe the performance of applying our KCCA approach to other techniques of brain analysis and also to more complex tasks. We also speculate that KCCA would be able to handle a multiple task fMRI scenario.
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Comparison of methods for visualising changes from orthognathic surgery
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Abstract. Surface laser scanning can provide information about the three dimensional shape of the face. If scans are acquired before and after orthognathic surgery, they can be processed to allow quantification and visualisation of changes. The purpose of this study was to assess how well four different visualisation methods communicated surgical changes to observers. Three groups were studied: 16 females for skeletal III mandibular advancement; 13 males for bimaxillary skeletal III surgery and a control group of 12 (6 female) who did not undergo surgery. Ten observers twice viewed visualisations generated by the four methods and were asked to determine to which of the three groups each belonged. Sensitivity and specificity were determined for each method and subject group. Intra-observer repeatability was assessed using Cohen's kappa. The measured sensitivity for all the visualisation methods and all the subject groups was low, in the range 20-60\%. Specificity was higher (81-100\%), but many visualisations were classified as "Don't know" by observers (12-39\%). Inter-observer repeatability was good ($k=0.61$). None of the methods tested was consistently reliable in communicating information on facial changes to the observer; necessary improvements to the processing and display have been identified.

1. Introduction

Orthognathic surgery is performed on patients who suffer from compromised jaw function, mastication problems and speech difficulties; it involves corrective surgery of the upper, lower or both jaws. The teeth and jaws are manipulated in three-dimensions, to obtain the most aesthetic, stable and functional result. If surface laser scans are acquired before and after surgery, following spatial registration of the surfaces it is possible to quantify the changes that have taken place\textsuperscript{[1]} This can be useful for assessing soft tissue changes in individual cases \textsuperscript{[2,3,4,5]} and there is also the potential for visualising the average effect calculated from a group that have undergone the same procedure\textsuperscript{[6]}. Several methods have been developed to assist the visualisation of these changes, by calculation of a displacement vector (V) between spatially registered pre- and post-operative scans:

- Correspondence by sensitivity to movement (CSM)\textsuperscript{[7]}: V indicates the direction and distance between the points on the two scans with the most similar curvedness, shape and relative angle.
- Normals: V indicates distance along a perpendicular from points on the post-operative surface to its intersection with the pre-operative surface.
- Radial\textsuperscript{[8]}: V indicates the distance between the intersections with the two surfaces of lines drawn from the centroid of the post-operative surface.
- Closest point: V indicates the distance and direction of the closest point on the pre-operative scan from each point on the post-operative scan.

The magnitude of the vector is then displayed, using a colour scale, on the post-operative surface; an alternative visualisation scheme (not used in this study) is to display the vectors on the post-operative surface using needle-shaped symbols indicating the vector magnitude and direction. Clearly the vectors could also be calculated from the pre- to post-operative surface. In future work it is intended that colour displays of this type will be used by orthognathic surgeons in assessing soft tissue changes in individuals and in predictions using averaged data. However, no published study was found that assessed the reliability of such displays in communicating information to the observer, though a misleading display would not be suitable for clinical use. The aim of this study then was to determine the performance of the four methods of visualisation in communicating surgical changes to observers.

2. Method

Two surgical groups and one control group were studied. Individuals in the surgical groups were under the care of a single Consultant Orthodontist (DOM) in the Leeds Teaching Hospitals NHS Trust. Ethical approval for the study was awarded by the Leeds (West) Research Ethics Committee. Group A comprised 16 females undergoing skeletal II mandibular advancement. Group B comprised 13 males undergoing bimaxillary skeletal III surgery. The control group was made up of 6 female and 6 male non-growing adults who did not undergo orthognathic surgery. Facial laser scanning was performed using a Cyberware 3030HRC laser scanner (Cyberware Inc., Monterey, CA, USA). Each surgical subject had two facial laser scans, the first on the day before surgery and the second four months post-operatively. The control subjects had two scans, acquired two weeks apart (for convenience these will also be referred to as pre- and post-operative scans).

* Corresponding author: e.berry@leeds.ac.uk
The acquired data were converted to a triangular surface mesh in the Stanford PLY format,[9] and the number of points then reduced to 15% of the original number which resulted in a surface with the same geometry but very much reduced in size to facilitate the later processing.[7] The forehead region of the face does not change as a result of routine orthognathic surgery or natural growth beyond nine years of age,[2,8,4] so spatial registration of the pre- and post-operative scans was performed by aligning the forehead segmented from the pre-operative scan with the face acquired post-operatively. A number of different registration algorithms were available,[10] and just one of these was used for this study to reduce the number of variables. The forehead and orbital region of the face from each pre-operative scan was aligned with the corresponding post-operative scan using the iterative closest point algorithm (ICP).[11] The resulting transform was applied to the whole face of the pre-operative scan. The differences between registered pairs of scans were then analysed using the four techniques outlined previously. The magnitude of V at each point was indicated on the post-operative scan using a colour scale (Figure 1). Warm colours (yellow, orange, red) represented backwards movement, and cold colours (green, blue, purple) represented forwards movement. Areas with no change appeared grey.

![Figure 1. The colour millimetre scale associated with the visualisations](image)

The four visualisations for each subject were randomly ordered and shown to 10 orthodontists in training. The observers were blind to the study group, but received instruction to understand what each type of visualisation represented. Each observer decided which operation, if any, the subject had undergone. They could also give a "Don't know" response. The observers repeated their observations on the same images but in a different random order, one to two weeks later. Sensitivity and specificity for identification of the surgical procedure, with 95% confidence limits, were calculated from their responses. The proportions of "Don't know" responses for each subject group and for each visualisation method were determined to allow assessment of how many of the visualisations could not be interpreted at all. Intra-observer agreement was assessed using Cohen's kappa, adjusting for the agreement that could occur by chance i.e. Cohen's kappa is the chance-corrected proportional agreement.[12]

**3. Results**

The registration process failed on three subjects and they were removed from the study. This reduced the size of Group A to 13. The sensitivity and specificity results are shown in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Sensitivity/Specificity (%)</th>
<th>95% confidence intervals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CSM</td>
<td>Normals</td>
</tr>
<tr>
<td>Group A</td>
<td>58/98</td>
<td>57/97</td>
</tr>
<tr>
<td></td>
<td>49-66 / 98•100</td>
<td>48-65 / 95•99</td>
</tr>
<tr>
<td>Group B</td>
<td>22/100</td>
<td>26/100</td>
</tr>
<tr>
<td></td>
<td>15-29 / 100-100</td>
<td>19-34 / 99-100</td>
</tr>
<tr>
<td>Group C</td>
<td>56/86</td>
<td>43/92</td>
</tr>
<tr>
<td></td>
<td>47-65 / 82-90</td>
<td>34-51 / 89-96</td>
</tr>
</tbody>
</table>

**Table 1. Sensitivity and specificity for the four visualisation methods**

No method performed best for all the procedures, and although highly specific, the highest sensitivity was only 60%. In Figure 2 an example from each subject group is shown, the example is one that was well interpreted by the observers using the visualisation method that had the highest sensitivity for that group. The low sensitivities occurred because many images were poorly interpreted, and in Figure 3 a poorly interpreted example from each study group is shown, in each case the visualisation method is the one with the lowest sensitivity for that group. A summary of the "Don't know" responses is shown in Table 2. Kappa values are shown in Table 3. These results indicate good intra-observer agreement (The strength of agreement is defined as "Good" for values of kappa in the range 0.61-0.80)[12]
Figure 2. Examples of well interpreted visualisations. (a) Group A subject - radial method, (b) Group B subject - normals method, and (c) Group C subject - the closest point method.

Figure 3. Examples of poorly interpreted visualisations. (a) Group A subject - closest point method, (b) Group B subject - closest point method, and (c) Group C subject - radial method.

<table>
<thead>
<tr>
<th></th>
<th>&quot;Don't know&quot; response / %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CSM</td>
</tr>
<tr>
<td>Group A</td>
<td>20.8</td>
</tr>
<tr>
<td>Group B</td>
<td>38.5</td>
</tr>
<tr>
<td>Group C</td>
<td>36.7</td>
</tr>
<tr>
<td>Overall</td>
<td>31.8</td>
</tr>
</tbody>
</table>

Table 2. Percentage of responses from observers classified as “don’t know”.

<table>
<thead>
<tr>
<th></th>
<th>Kappa</th>
<th>Standard error</th>
<th>95% confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group A</td>
<td>0.70</td>
<td>0.023</td>
<td>0.65-0.74</td>
</tr>
<tr>
<td>Group B</td>
<td>0.70</td>
<td>0.034</td>
<td>0.63-0.77</td>
</tr>
<tr>
<td>Group C</td>
<td>0.62</td>
<td>0.024</td>
<td>0.58-0.67</td>
</tr>
<tr>
<td>Overall</td>
<td>0.61</td>
<td>0.015</td>
<td>0.58-0.64</td>
</tr>
</tbody>
</table>

Table 3. Kappa values for intra-observer repeatability

4. Discussion

The measured sensitivity for all the visualisation methods and all the subject groups was low, in the range 20-60%, thus none of the visualisation methods was particularly successful in correctly communicating the surgical change that had taken place. The specificities were in each case higher than the sensitivity, and were in some cases 100%, meaning that the visualisation methods were better at indicating what had not been done.

The radial visualisation method has been favoured by McCance et al. [2,13,14,18] who used it to visualise the facial changes from orthognathic surgery in Class I, II and III subjects. In our study the radial method had a higher sensitivity for the Group A subjects than for Groups B and C, although it must be noted that the sensitivity was very close to those for the CSM and Normals method within Group A. Group A subjects are from Class II, so our results support the use of the method in the published work. However, we found that all methods, including the radial method, had sensitivity under 26% for Group B (Class III) subjects, and that the sensitivity for the normals method was marginally higher than that for the radial method. These subjects had undergone bimaxillary surgery, which involves a more complex two-jaw procedure with less predictable soft tissue changes than are seen for mandibular advancement cases.

None of the four methods had the highest sensitivity for all three subject groups. This has implications for the future use of the methods, as it may be necessary to tailor the visualisation method to the type of procedure performed to ensure the best interpretation. However, there are several confounding factors, discussed below, that may impact on this finding. It was established that repeatability of interpretation was good, thus the observers made the same decision on the two occasions they viewed a particular visualisation. The variations in interpretation may be attributed to three factors: errors in registration of the pre- and post-operative scans, a misunderstanding by observers of the meaning of the colour scale, and observer fatigue.

Although subjects were only included in the study if the alignment of the forehead was judged subjectively to be good, it was noted that in some subjects there appeared to be a residual rotation between pre- and post-operative scans in the lower part of the face. In the visualisations this appears as one side of the face
being warm coloured and the other cold coloured (Figure 3a), which may lead the observer to classify the visualisation as a "Don't know". Errors in registration have arisen from the lack of strong shape characteristics in the segmented foreheads, especially as we chose to use the basic ICP algorithm for this study and not one that incorporates information on, for example, curvatures and normals.[10] In future work the effect of the choice of registration algorithm, and of constraining the match using manually,[15,2] semi-automatically[16] or automatically identified anatomical landmarks will be investigated.

It is suspected that observers may have over-interpreted the colour scale, thus thinking that an operation has been performed on the control subjects. The colour scale indicates movements of between 1 and 3 mm in pale shades of green and yellow. However, a difference between registered scans of this magnitude may have arisen from the inherent limits of the sequence of acquisitions and processing that is performed. A separate study is underway to determine the minimum difference between scans that can be attributed to change rather than to experimental variation. In future work, the colour scale will be adapted so that changes below that limit are not coloured.

This study involved each observer interpreting 152 images on two separate occasions, and as they progressed through this task they may well have become fatigued and made errors or been inconsistent. Future studies will use smaller subsets of images.

We conclude that although colour visualisations appear to be an objective way to present results, there is a strong degree of subjectivity involved in their interpretation. None of the methods tested was consistently reliable in communicating information on facial changes to the observer.
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Abstract. We present an enhanced block matching approach to improve displacement accuracy in ultrasound sequences using a combination of matching measures. The first measure uses the normalised cross correlation for regions of strong signal and the second measure CD, specifically for regions of speckle determined by the speckle signal to noise ratio. We also show displacement field results for simulated speckle and in vitro data.

1 Introduction

With modern ultrasound machines providing realtime sequence digitisation, motion estimation research in this area for noise filtering, tracking and registration has increased. In this paper we investigate a novel practical alternative to elastography using speckle tracking to infer tissue motion. Our contribution includes applying two speckle pattern similarity measures, adapting to regions of varying signal and noise within a multiresolution framework with displacement processing. We focus on synthetic and in vitro interframe and trajectory displacement accuracy.

Scatter occurs when small imperfections (scatterers) cause seemingly random reflections and refractions of the sound wave. Scatterers account for a decrease in image quality, causing blurring and decreased intensity at impedance boundaries, while within the medium they create speckle. The statistics of the signal depends on the density of scatterers, with a large number of randomly located scatterers following a Rayleigh distribution (fully developed speckle). These conditions are seldom met, resulting in different statistical speckle models being used.

Using B-mode images 2D tissue motion can be measured by tracking the movement of the speckle produced by the back scattering of the ultrasound itself. To date, the most popular approaches to speckle tracking use 2D region-based matching that assumes the optical flow is constant over a defined region, for example [1], favouring normalised cross correlation (NCC) compared to other matching criteria, and optical flow to estimate tissue motion. Cohen and Dinstein [2] and Boukerroui et al. [3] use an alternative speckle matching measure (CD), that assumes the speckle patterns in ultrasound images can be represented by a multiplicative Rayleigh distributed noise.

In our recent work [4] accurate interframe displacements and motion trajectories of individually tracked blocks were reported, using hierarchical blocks and a multiple scale NCC similarity measure. Focusing on musculoskeletal ultrasound, in deeper body regions a general reduction in correlation as a result of increased speckle noise was observed, affecting the correlation measure. Here, by combining two matching measures, we aim to maintain accuracy in strong signal regions using the first measure NCC, with low correlation and a low speckle signal to noise ratio (SNR) indicating necessary re-tracking using the second measure CD.

In this work, we favour displacement estimation with displacement post-processing, rather than speckle filter pre-processing and then displacement estimation. Although much research has been aimed at removing speckle to enhance ultrasound image understanding, many schemes produce increasingly homogeneous regions. This is due to features that are the same scale as the speckle being eliminated [5] impeding local motion estimation. Filter performance tends to be measured by quantifying edges and boundaries, with speckle preservation and fluctuation reduction measured using the co-occurrence matrix and localised mean and standard deviation (speckle SNR). In our situation all echo information is maintained, justifying a region-based motion estimation approach that has some inherent robustness to speckle incoherence and machine noise for speckle tracking.

Although substantial research exists using low frequencies at 3−7 MHz (abdominal [2], cardiac and breast [3]), we focus on higher frequencies 8−16 MHz for musculoskeletal diagnosis, capturing higher resolution images at a reduced penetration depth. This is due to attenuation where the signal is reduced by approximately 1 dB/cm/MHz [6]. We used three different probes (with bandwidths 5−10, 8−16 and 10−22 MHz), to capture “perfect” conditions of an in vitro tendon section in a still water bath with clamped probe, and normal conditions of an in vivo freehand scanning of muscle. Sequences captured with perfect conditions were temporally stable resulting in high
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tracking accuracy using a single NCC tracking scheme. Sequences captured with normal conditions highlighted a
reduction in correlation in areas of speckle, tending to occur in the lower regions, Fig. 1.

In the next section we concisely describe our datasets of simulated ultrasound speckle and in vitro tendons. Section
3 explains the combined matching measure approach, also defining displacement post-processing and interframe
error measurement. Section 4 demonstrates and discusses sample interframe and trajectory results.

2 Ultrasound Datasets

To evaluate the advantages of the proposed method we generated spa-
tially uniform and temporally stable speckle textures simulating an echo-
graphic speckle sequence [7], illustrated in Figs. 2(a)-2(b). The point
spread function (PSF) $H(x, y)$ is assumed to be a Gabor function and the scattering function $T(x, y)$ a normally distributed random field that
represents the population of scatterers being imaged. Convolving with the
PSF yields the resulting RF echo data $I(x, y) = H(x, y) \otimes T(x, y)$,
with envelope detection producing the desired image of echo magni-
tude. Speckle density is varied generating sequences of high (100%) and low (20%) speckle and varying speckle (containing half of each of these). To measure robustness against speckle reduced temporal coher-
ence, we corrupt $I(x, y)$ with multiplicative Rayleigh distributed noise
$\tilde{I}(x, y) = \eta_\text{m} I(x, y)$ where $\eta_\text{m} \sim R(I) = \frac{1}{2\pi} \exp(-I^2/2\sigma^2)$ with a
non-zero mean specified by the single distribution parameter $\sigma$.

Several in vitro sequences were captured using an equine tendon that was pulled 3, 6 and 10 mm at known rates
and loads whilst continuously scanning using an 8 – 16 MHz clamped probe, Fig. 2(c). All sequences consist
of 30 frames (the default acquisition length) captured at $\approx 10$ Hz and quantised into 8 bits. All cycles included a
positive and negative pull, similar to in vivo extension to flexion motions.

Typically, all ultrasound sequences will contain varying amounts of speckle and regions of underlying signal in
different quantities. Therefore, we first analyse in vitro tendon sequences to demonstrate the good tracking results
from using the NCC measure. Second, we analyse simulated speckle sequences to demonstrate the improvement
of our proposed method where the speckle density varies across an image. Further information, including in vivo
experiments using data as shown in Fig. 1, is available online*.

3 Proposed Method

The first measure NCC, applied in [4], assumes an increased SNR from high frequencies and sparse scatterers as
shown in the tendon region in Fig. 1. Although we have found the correlation typically high, as described above,
speckle noise reduces matching, highlighting the necessity of a suitable second measure. It must also be stated
that other causes of correlation reduction are a lack of signal (probe de-coupling or curvilinear tendons), or signal
saturation (incorrect gain controls or bone), or minimal features, causing problems for any similarity measure.

To combat reduced NCC accuracy in regions of increased speckle noise, we propose the use of a secondary measure
instead of the NCC, namely the $CD_2$ measure, introduced by Cohen and Dinstein [2]. Recently, Boukerroui et
al. [3] showed that in regions of fully developed speckle CD2 is a more precise measure than for example, NCC
or mean square error (MSE). $CD_2$ assumes (to be matched) blocks $x$ and $y$ from frames $f_t$ and $f_{t+1}$ are corrupted
by independent multiplicative Raleigh distributed noise, representing uniform dense speckle. Log-compression

* http://example.com
transforms the multiplicative noise to additive, denoted $\tilde{I} = \ln(I')$ and $I = \ln(I)$. Following [3], we maximise the CD$_2$ objective function, where $i$ and $j$ are block and pixel indexes in $M \times N$ blocks, defined as:

$$\text{CD}_2 = \sum_{i,j=1}^{MN} \{[(\tilde{I}_{i,j} - \tilde{I}_{i,j}) - \ln(\exp(2(\tilde{I}_{i,j} - \tilde{I}_{i,j})) + 1\}} \right\}$$

We use the two measures with multiple block scales, applying the NCC as the primary matching measure due to its high accuracy in low speckle density regions. However, we require an appropriate means of determining the amount of local speckle present. For this we use the SNR given by the ratio of the mean $I$ of the standard deviation $I_{\sigma}$ of those pixels contained within a local region $I$, defined as $\lambda = \frac{I}{I_{\sigma}}$. In an area of uniform dense speckle, Wagner et al. [8] have determined an expected SNR value of $\lambda = 1.91$. We verified this value with in vitro data using multiple scaled regions of a uniform area, located at the focal zone of the ultrasound beam, and computed the mean SNR. Results showed that the mean SNR converged at $\lambda \approx 2$, hence we use a tolerance, empirically derived at 25%, to ensure a reasonable speckle sensitivity for in vitro images where speckle is seldom uniform. Only regions of $M \times N$, where $M,N \geq 16$ were able to determine reliably that a region contained uniform speckle. Therefore, we propose to use and apply either the NCC or the CD$_2$ measures, determined by the SNR, where $\lambda = 1.91$, which implies the speckle density present in a region:

$$\text{measure} = \begin{cases} \text{NCC} & \text{if SNR} > 1.25\lambda \\ \text{CD}_2 & \text{otherwise} \end{cases}$$

The SNR increases with a low amount of speckle (reaching infinity for specular reflection), justifying the NCC measure. However, SNR decreases for high amounts of speckle, indicating that the same block should be re-tracked using the secondary CD$_2$ measure. This is evaluated using the associated reference and candidate blocks in a full search with the same extents as the primary NCC measure for the larger scales. The speckle SNR is used as an indicator of speckle content (rather than correlation), as typically featureless regions of uniform speckle produce high correlation coefficients with surrounding speckle. Unfortunately the SNR is also sensitive to other image components, for example, feature boundaries resulting in a low local SNR, therefore we also check to ensure the NCC peak correlation coefficient $c_{\text{max}}$ is low. This approach of alternating specific speckle and signal similarity measures using SNR allows the proposed method to adapt to image content.

Once the combined matching method is applied we perform displacement post-processing. Spurious velocity vectors are inevitable from any tracking process and are not always obvious. Potential causes are from noise or artifacts where multiple block scales have insufficient encapsulated features. Using a coherence based post-processing algorithm, adaptive weighted vector median filter (WVMF) [9], vector displacements are smoothed if inconsistent with their dominant neighbours whilst preserving motion boundaries. Given $n$ displacements inside a sliding window, the WVMF output is a median displacement vector $d_{\text{med}}$ that minimises the cumulative weighted $p$-norm distance between an individual $d_i$ and neighbouring $d_j$ displacements. A displacement is substituted with $d_{\text{med}}$ if the cumulative weighted $p$-norm distance between $d_{\text{med}}$ and $d_i$ is significant, expressed as:

$$\sum_{i=1}^{n} w_i \|d_{\text{med}} - d_i\|_p \leq \sum_{i=1}^{n} w_i \|d_j - d_i\|_p \quad j = 1,2,\ldots,n$$

For combined measures our weighting uses the mean of both the NCC and CD$_2$ measures, defined $w = 0.5[c_{\text{max}} + (1 - \|\text{CD}_2\|)]$, ranging between 0 and 1. This technique can be iterative and lends itself to both interframe and trajectory smoothing with low computation.

To quantify displacement accuracy the error between the correct groundtruth displacement $d_{t,c} = (u_c, v_c)$ and the estimated displacement $d_{t,e} = (u_e, v_e)$ is measured by the angular error [10] combining errors in magnitude and direction into a single value:

$$\psi = \cos^{-1}(\hat{d}_c \cdot \hat{d}_e)$$

where $\psi$ is the angle between the correct spatiotemporal vector $\hat{d}_c = \frac{(u_c, v_c, 1)^T}{\sqrt{u_c^2 + v_c^2 + 1}}$ and the estimated spatiotemporal vector $\hat{d}_e = \frac{(u_e, v_e, 1)^T}{\sqrt{u_e^2 + v_e^2 + 1}}$. Further, displacement fields are used for displaced frame differencing, quantifying the root mean square (RMS) error between a backward reconstructed frame and the actual next frame.

### 4 Displacement Results and Discussion

Trajectories, which quantify continuous temporal displacements in sequences, were estimated for an in vitro region of tendon. The absolute errors (AE) between the groundtruth and mean estimated trajectories are summarised in...
Table 1. The maximum AE was noticeable near the end of each pull cycle, due to the clamped tendon not returning to its original resting state. The mean AE remained low using NCC and combined measures. The NCC consistently produced high correlations > 91%, producing significantly more accurate displacements compared to the single CD₂ and MSE measures. As mentioned later, due to the lack of speckle, using combined measures proved to be only as good as the single NCC measure. Typically, for in vitro data the speckle SNR instigates the usage of the NCC in minimal speckled (tendon) regions and the alternative CD₂ measure in dense speckle areas.

<table>
<thead>
<tr>
<th>Pull mm</th>
<th>MSE</th>
<th>CD₂</th>
<th>NCC/CD₂ Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>4.79, 3.60, 3.53</td>
<td>2.16, 2.69, 1.21</td>
<td>5.57, 3.88, 2.23</td>
</tr>
<tr>
<td>5</td>
<td>8.97, 3.78, 4.46</td>
<td>2.62, 2.45, 1.39</td>
<td>5.32, 4.58, 2.13</td>
</tr>
<tr>
<td>10</td>
<td>25.74, 10.35, 7.96</td>
<td>5.54, 7.79, 3.12</td>
<td>19.30, 9.00, 4.11</td>
</tr>
</tbody>
</table>

Table 1. Summary of trajectory absolute error for in vitro tendon data for 3 pulls.

Sample results in Table 2 quantify a comparative analysis between our proposed NCC/CD₂ combined approach and CD₂, NCC, MSE measures. The key improvement from our combined approach is observed in sequences with regions of varying speckle density (from multiple objects for example tendon and tissue), whereby using the appropriate measure allows for local signal variation; this is important for in vivo analysis. For regions of homogeneous speckle (high or low), the best accuracy is only as good as the appropriate single measure.

<table>
<thead>
<tr>
<th>Speckle Pattern Measures</th>
<th>High Density Speckle (100%)</th>
<th>Low Density Speckle (20%)</th>
<th>Varying Density Speckle</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCC/CD₂ Combined</td>
<td>7.13, 6.46, 9.22</td>
<td>13.78, 15.85, 6.56</td>
<td>9.62, 10.62, 7.48</td>
</tr>
<tr>
<td>NCC</td>
<td>7.30, 6.60, 9.25</td>
<td>17.37, 15.83, 6.56</td>
<td>11.66, 13.42, 8.10</td>
</tr>
<tr>
<td>MSE</td>
<td>7.58, 7.45, 13.27</td>
<td>23.74, 24.55, 14.20</td>
<td>13.48, 18.05, 10.15</td>
</tr>
</tbody>
</table>

Table 2. Interframe velocity angular error and displaced frame difference RMS error.

Consequently, in Table 3 we show further results specifically for varying density speckle. These results illustrate a marked improvement compared to using a single measure. For frame pairs with applied noise, the NCC measure produced increasing errors, resulting from a reduction in correlation ranging between 96.84% – 99.99% to 72.75% – 78.15% between best (no applied noise) and worst σ = 0.8 cases. WVMF noticeably improved all results from just 2 iterations using an 8 neighbourhood region, maintaining a relatively low velocity angular error, for example 7.06 with and 9.62 without. Similar results were obtained from testing over 100 frame pairs.

<table>
<thead>
<tr>
<th>Speckle Pattern Measures</th>
<th>Uncorrupted</th>
<th>η₁σ = 0.4</th>
<th>η₁σ = 0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCC/CD₂ Combined</td>
<td>7.06, 6.09</td>
<td>7.41, 7.02</td>
<td>11.10, 12.44</td>
</tr>
<tr>
<td>CD₂</td>
<td>7.54, 6.92</td>
<td>9.94, 10.34</td>
<td>12.64, 15.09</td>
</tr>
<tr>
<td>NCC</td>
<td>7.64, 6.09</td>
<td>8.53, 9.12</td>
<td>12.10, 13.25</td>
</tr>
<tr>
<td>MSE</td>
<td>7.30, 7.49</td>
<td>20.18, 18.81</td>
<td>21.28, 20.09</td>
</tr>
</tbody>
</table>

Table 3. Interframe velocity angular error for 3 cases of noise corrupted frames of varying density speckle.

We have demonstrated that using a combination of speckle pattern similarity measures improved interframe and trajectory performance, validating our approach on synthetic speckle and in vitro datasets. The real improvement in displacement accuracy is obvious from analysing frames that contain subregions ranging from dense speckle with noise characteristics that are purely multiplicative Rayleigh, to sparse stable speckle, to minimal speckle mixed with a strong underlying signal, all features typically found in in vivo data.
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Abstract. In this paper we compare two segmentation techniques, a parameter-free variant of the watershed algorithm and a new robust method based on adaptive contours. To test them, we use a set of fluorescence in-situ hybridisation images of leucocyte nuclei: these images were obtained in realistic conditions of mass screening, and do not meet the prerequisites of usual segmentation methods. We present the two methods and describe them step by step. We then compare the results of the segmentation of the test images, showing over a hundred nuclei, and detail the incorrect segmentations. The contour-based method outperforms the watershed as regards correct segmentations and over-segmentations, but performs more under-segmentations. We analyse the origins of the incorrect segmentations from the two methods, and discuss possible improvements.

1 Introduction

We are interested in segmenting images of human leucocyte nuclei, obtained by fluorescence-in-situ hybridisation (FISH). On such images, nuclei are visible in the blue channel as bright circles on a darker background, while specifically marked parts of the chromosomes – such as telomeres – appear as bright dots in the green or red channels. A typical image is shown on Figure 1. Counting the number of dots inside each nucleus or measuring their intensities is a key step in identifying certain genetic diseases, or in differentiating nuclei from different individuals: thus, it is crucial to locate the nuclei boundaries accurately. This prerequisite operation is called segmentation; it can be done manually with a drawing tool, semi-automatically by clicking on nuclei to be bounded, or automatically, possibly requiring the tuning of parameters. In this paper we focus on the segmentation task, and consider only the blue channel of images, as grey-scale images.

Of all the segmentation techniques that have been developed, many are tailored for a specific type of cell under specific imaging conditions, as in [1, 2]. However, our images do not meet the requirements of most of these techniques, as they were obtained from a prototype of a mass screening system: in particular the backgrounds are far from uniform, and nuclei tend to gather in small clusters. Manual segmentation is a trivial task, but is too time-consuming for mass screening. Thus, we investigated two popular methods with a few variants that have been used for a wide variety of cells: one is based on the watershed transform, the other uses contours. General reviews of these methods can be found in [3] and [4] respectively. In this paper we describe the methods briefly, then present the results we obtained on a set of FISH images; finally we discuss their inherent limitations and some possible enhancements.

2 Segmentation methods

2.1 Watershed-based segmentation

The watershed transform is a method used to segment a grey-scale image into zones of influence of local minima. Intuitively, one can think of a grey-scale image as a landscape, with dark regions at low altitude and bright regions at high altitude. Supposing that every single depression in this landscape is pierced at the bottom, and that water starts rising from below, then gradually basins will appear and fill up, until eventually every valley and mountain is immersed. The idea is to mark the lines where the basins actually merged during the flooding: these lines will divide the landscape into regions called ‘catchment basins’. The resulting segmented landscape is called the watershed transform of the image: it shows the boundaries of the regions of interest. Proper definitions of the watershed transform, the watershed algorithms and their implementations are presented in details in [3].
By definition, the transform will create one catchment basin for every local grey minimum: that generally results in an extreme over-segmentation of the image. Thus, the key point of any watershed algorithm is to use some preprocessing to ensure that one and only one local minimum is to be found within each region of interest – and that none will be found outside. In our case, every catchment basin should correspond to a nucleus: in other words, the preprocessing needs to locate one local minimum within each nucleus.

Preprocessing usually involves basic image morphological operations, such as thresholding, opening, closing, etc. We implemented the watershed segmentation as described in [5]. It presents a variety of preprocessing steps, illustrated on two different types of nuclei, namely bone marrow (BM) and peripheral blood (PB) nuclei. The very first steps of the segmentation, namely the image acquisition and the shading correction, are specific to the type of imaging hardware used, which is why we do not detail them here. The remaining parts of the preprocessing consist in a thresholding followed by an image transformation, specific to each type of nucleus.

Thresholding turns a grey image into black and white. A wide range of thresholding techniques is available [6]. The one used in [5] is the isodata algorithm: the threshold value is found iteratively, in such a way that it divides the histogram into two regions, whose two mean values are equidistant to the threshold. Its main strength is that it is automatically computed for each image. Besides this thresholding, a method is mentioned to isolate internuclei background: h-domes are extracted from the original image, so that with a carefully chosen parameter h, the internuclei background appears as the biggest bright parts of the extraction. These can be isolated with a standard top-hat transform, and added as background to the thresholded image. The h-dome extraction is detailed in [7].

The final part of the preprocessing depends on the type of nucleus under observation. As PB nuclei appear almost round, even when packed in clusters, the thresholded image from the previous step will show a juxtaposition of white circles on a dark background. The distance transform is applied on this image: each white pixel is turned into a grey pixel, whose brightness is proportional to the distance of the nearest black pixel. The result is a grey picture, where the central regions of the circles appear brighter, and their borders gradually merge with the black background. As for BM nuclei, such a distribution of grey levels within the nuclei is observed in the original image: the brightness decreases smoothly from the centre of a nucleus to its border. Enhancing the thresholded image with the original grey values is thus enough for this step.

This preprocessing removes most of the unwanted local minima (ideally all of them); the remaining minima can then be marked as starting points – ‘pierced’ – for the flooding process. One way to locate them is to use h-dome extractions, with a different value of h for each type of nucleus: h-domes merge minima that are very close to each other, thus reducing over-segmentation. Then the watershed transform is performed. The core watershed algorithm in use is the one described in [8]; a more detailed version can be found in [3].

### 2.2 Contour-based segmentation

The second segmentation method we implemented is based on contours. A review of active contour-based segmentation of medical images can be found in [4]. All the details of the algorithm we used are presented in [9]. In short, it is a two-step algorithm, consisting in localising the nuclei and then their boundaries. During the first step, a single point is found within each nucleus, using a variant of the mean-shift algorithm [10]. In the second step, contours are grown iteratively from these seed points, until they fit the nuclei boundaries. Contours are deformable and remeshable polygons, whose expansions and contractions are controlled by an energy function, computed at every vertex and every iteration. Internal energy controls the general shape of the polygon regardless of the image, while external energy drives the vertices individually towards the boundaries of the nuclei. In addition, a repulsive energy ensures that two contours will not grow into each other: this is needed when segmenting images containing clusters of nuclei. Overall, the seed finding and contour fitting make use of a dozen parameters. They have to be tuned manually on test images.

### 3 Results

To test the two methods, we used a set of 23 FISH images of human leucocyte nuclei, showing a total of 111 nuclei. Each image contained from one to sixteen nuclei, either isolated (48 nuclei) or packed together in clusters (63 nuclei).

We implemented the watershed algorithm with the two preprocessing steps described above. However, using the original values for the watershed transform failed on every image that we tested, resulting in an over-segmentation of the nuclei. This was to be expected, since none of them displayed uniform radial intensity variation, unlike PB nuclei. Table 1 shows the results of the segmentation after the distance transform preprocessing.

As explained above, the watershed transform will create as many segmented regions as there are local minima in
### Watershed Segmentation Results

The watershed segmentation results depend only on the relevance of the threshold values found by the isodata algorithm, and on the minima created by the distance transform and located by h-domes. The nuclei ignored had a grey intensity lower than the threshold. Over-segmentation happens when two or more minima were located within one nucleus, and fusion happens when no local minimum was located within a nucleus in a cluster.

To test the contour-based segmentation, we set up the parameters manually on a subset of images: these parameters were then kept for the analysis of the whole set of test images. The results of the contour-based segmentation are listed in Table 2.

### Contour Segmentation Results

Table 1. Watershed segmentation results

<table>
<thead>
<tr>
<th>number of nuclei</th>
<th>analysed</th>
<th>correctly segmented</th>
<th>over-segmented</th>
<th>fused</th>
<th>ignored</th>
</tr>
</thead>
<tbody>
<tr>
<td>isolated nuclei</td>
<td>48</td>
<td>44 (92%)</td>
<td>4 (8%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>nuclei in clusters</td>
<td>63</td>
<td>42 (67%)</td>
<td>6 (10%)</td>
<td>4 (6%)</td>
<td>11 (17%)</td>
</tr>
<tr>
<td>all cases</td>
<td>111</td>
<td>86 (77%)</td>
<td>10 (9%)</td>
<td>4 (4%)</td>
<td>11 (10%)</td>
</tr>
</tbody>
</table>

Table 2. Contour segmentation results

It is to be noted that all the incorrect segmentations result from the first step, the seed finding. Over-segmentation occurs when two or more seeds are found within one nucleus; fusion of clustered nuclei happens when the algorithm finds fewer seeds in a cluster than there are nuclei. Finally, a nucleus is ignored when no seed is found inside it. Once the seeds are found, the contour-fitting step adjusts the boundaries of the nuclei, but does not modify the segmentation results in one way or another.

### Discussion

We identified two intrinsic problems with this version of the watershed when applied to our set of images. First, even though the distance transform can create a single minimum within an isolated nucleus or a nucleus in a not-closely packed cluster, it fails when nuclei are closely packed, resulting in an under-segmentation of the cluster. Also, it is based on the assumption that nuclei are round, and thus tend to over-segment irregular shapes – mistaken for clusters. Over-segmentation can be corrected with tailored post-processing, such as hierarchical or multiscale watershed [11, 12]: using the landscape metaphor, the idea is to measure the minimum height that a point in a local minimum has to climb before reaching a lower local minimum. If that height is smaller than a certain threshold, then the original minima can be thought of as shallow, and its attraction basin can be considered as an artifact – as opposed to a nucleus – and merged with its lower neighbour. This method is computationally intensive, and requires the tuning of one parameter: the threshold value differentiating shallow minima from deep ones. There is little that can be done concerning the under-segmentation of clusters though.

The second problem comes from the thresholding itself. Some images showing a cluster of a dozen nuclei have a non-uniform background that cannot be smoothed easily. In one image, the general intensity in the top part is much higher than in the bottom part, and as a result some parts of the background are brighter than some parts of nuclei. In another image, the background near the nuclei is very dark, while the background further away is brighter, even brighter than some nuclei. In these cases, any threshold will either cut off some of the nuclei, or merge others with the background. Alternative methods to the isodata algorithm provide a threshold surface, such as [13], thus allowing variations of the threshold value across the image. However, they also require the tuning of parameters, thus losing the automation provided by the isodata algorithm.

Overall, the main disadvantage of the watershed segmentation is that it removes most of the information contained in the original image. In particular, the slight intra-cluster variations of intensities are crucial for a human eye to segment a cluster properly, but are erased by the thresholding. The following steps, such as the dome extraction or the distance transform, tend to recreate an artificial basic version of the original image, but are bound to be specific to every type of nucleus, and not easy to automate.
Conversely, the contour-based method uses the original image at all time. Judging from our experiments in parameter tuning, it appears that only one parameter is critical: the range of attraction of candidate points in the mean-shift-based seed-finding step [9], which corresponds directly to the typical size of a nucleus on the current image. In the tests reported here, that parameter was fixed, although the sizes of nuclei varied from one image to another, by up to two-fold. This explains the high number of fusions reported in Table 2. Some methods have been developed to automate the tuning of that parameter [14]. Combined with quality control methods, as in [15], they appear as a promising improvement towards automatic segmentation. Basically, the stability of the segmentation is tested against the parameter to control: the whole range of values is used, and all the corresponding segmentation results are compared. When these results are consistent over a range of values, they are considered as reliable; otherwise the image is marked as requiring further care – such as manual segmentation. This has to be done for each parameter separately. Thus, it seems to be restricted to segmentation methods with few parameters. Besides, it requires a preliminary study to prove the link between the stability of segmentation results and their reliability.

5 Conclusion

In our experiment, the contour-based method outperforms the watershed algorithm, yet both methods could be improved with some post-processing of the results. However, the consequences of these improvements are different for each method. Introducing parameters to perform non-uniform thresholding or multi-scale watershed removes the main strength of the watershed algorithm; whereas testing the stability of the contour-based segmentation is a further step to improve the quality control of the overall method.
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Abstract. In this paper we develop a spatio-temporal registration algorithm for cardiac MR image sequences. The algorithm has the ability to correct any spatial misalignment between the images caused by global differences in the acquisition of the image sequences and by local shape differences. In addition it has the ability to correct temporal misalignment caused by differences in the length of the cardiac cycles and by differences in the dynamic properties of the hearts. The algorithm uses a 4D deformable transformation model which is separated into spatial and temporal components. The registration method was qualitatively evaluated by visual inspection and by measuring the overlap and surface distance of anatomical regions. The results demonstrate that a significant improvement in the alignment of the image sequences is achieved by the use of the deformable transformation model.

1 Introduction

Cardiovascular diseases are a very important cause of death in the developed world. Their early diagnosis and treatment is crucial in order to reduce mortality and to improve patients’ quality of life. Magnetic resonance imaging (MR) is playing an increasingly important role for the high resolution imaging of the cardiovascular system. The recent advantages in the development of cardiac imaging modalities have led to an increased need for cardiac registration methods. In general, cardiac image registration is a very complex problem due to the complicated non-rigid motion of the heart and the thorax as well as the low resolution with which cardiac images are usually acquired. In the recent years cardiac image registration has emerged as an important tool for a large number of applications. It has a fundamental role in the construction of anatomical atlases of the heart [1], analysis of the myocardial motion [2] and in fusion of information from a number of different modalities such as CT, MR, PET, and SPECT [3, 4]. In addition, cardiac image registration is crucial for the comparison of images of the same subject, e.g. before and after pharmacological treatment or surgical intervention. Furthermore, intersubject alignment of cardiac image sequences to the same coordinate space (anatomical reference) enables direct comparisons between the cardiac anatomy and function of different subjects to be made.

While a large number of registration techniques exist for cardiac images, most of these techniques focus on 3D images ignoring any temporal misalignment between the two image sequences. In this paper we extend a 4D cardiac MR image registration method based on voxel similarity measures which has been recently presented [1,5,6]. This method will not only bring a number of sequences of cardiac images acquired from different subjects or the same subject (for example short and long axis cardiac image sequences) into the same spatial coordinate frame but also into the same temporal coordinate frame. The aim of this contribution is to improve the accuracy of the cardiac MR image sequence registration algorithm by using a spatio-temporal free-form deformation model based on B-Splines. The algorithm has the ability to correct any spatial misalignment between the images caused by global differences in the acquisition of the image sequences and by local shape differences. In addition it has the ability to correct temporal misalignment caused by differences in the length of the cardiac cycles and by differences in the dynamic properties of the hearts.

2 Spatio-Temporal Registration

Since the heart is undergoing a spatially and temporally varying degree motion during the cardiac cycle, 4D cardiac image registration algorithms are required when registering two cardiac MR image sequences. Spatial alignment of corresponding frames of the image sequences (e.g. the second frame of one image sequence with the second frame of the other) is not enough since these frames may not correspond to the same position in the cardiac cycle of the hearts. This is due to differences in the acquisition parameters, differences in the length of cardiac cycles and differences in the dynamic properties of the hearts. Spatio-temporal alignment will enable comparison between corresponding anatomical positions and corresponding positions in the cardiac cycle of the hearts.
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A 4D cardiac image sequence can be represented as sequence of \( n \) 3D images \( I_k(x, y, z) \) with a fixed field of view \( \Omega \) and an acquisition time \( t_k \) with \( t_k < t_{k+1} \), in the temporal direction. The resulting image sequence can be viewed as 4D image \( I(x, y, z, t) \) defined on the spatio-temporal domain \( \Omega \times [t_1, t_n] \). The goal of 4D image registration described in this paper is to relate each point of one image sequence to its corresponding point of the reference image sequence:

\[
T(x, y, z, t) = (x'(x, y, z), y'(x, y, z), z'(x, y, z), t'(t))
\]  

(1)

and can be of a sub-voxel displacement in the spatial domain and of a sub-frame displacement in the temporal domain. The 4D mapping can be resolved into decoupled spatial and temporal components \( T_{spatial} \) and \( T_{temporal} \) respectively where

\[
T_{spatial}(x, y, z) = (x'(x, y, z), y'(x, y, z), z'(x, y, z)), T_{temporal}(t) = t'(t)
\]

One consequence of this decoupling is that each temporal frame \( t \) in image sequence \( I \) will map to another temporal frame \( t' \) in image sequence \( I' \), ensuring causality and preventing different regions in a 3D image \( I_t(x, y, z) \) from being warped differently in the temporal direction by \( T_{temporal} \).

### 2.1 Spatial Alignment

The aim of the spatial part of the transformation is to relate each spatial point of a particular image of one image sequence to a point in another particular frame of the reference image sequence. The transformation \( T_{spatial} \) consists of a global transformation and a local transformation:

\[
T_{spatial}(x, y, z) = T_{global}(x, y, z) + T_{local}(x, y, z)
\]  

(2)

The global transformation is an affine with 12 degrees of freedom transformation addressing differences in the size, orientation and alignment of the hearts while the local part addresses differences in the shape of the hearts. A free-form deformation (FFD) model based on B-splines is used in order to describe the differences in the local shape of the hearts. To define a spline-based FFD we denote the spatial domain of the image volume as \( \Omega = \{(x, y, z) \mid 0 \leq x < X, 0 \leq y < Y, 0 \leq z < Z \} \). Let \( \Phi \) denote a \( n_x \times n_y \times n_z \) mesh of control points \( \phi_{i,j,k} \) with uniform spacing \( \delta \). Then, the FFD can be written as the 3D tensor product of the familiar 1D cubic B-splines [7]:

\[
T_{local}(x, y, z) = \sum_{l=0}^{3} \sum_{m=0}^{3} \sum_{n=0}^{3} B_l(u)B_m(v)B_n(w)\phi_{i+l,j+m,k+n}
\]  

(3)

One advantage of B-Splines is that they are locally controlled which makes them computationally efficient even for a large number of control points.

### 2.2 Temporal Alignment

The temporal part of the transformation consists of a temporal global part, \( T_{global} \), and a temporal local part, \( T_{local} \):

\[
T_{temporal}(t) = T_{global}(t') + T_{local}(t')
\]

(4)

\( T_{global} \) is an affine transformation which corrects for differences in the length of the cardiac cycles and differences in the acquisition parameters. \( T_{local} \) is modeled by a free-form deformation using a 1D B-spline and corrects for temporal misalignment caused by different cardiac dynamic properties (differences in the length of contraction and relaxation phases, different motion patterns, etc). To define a spline-based temporal free-form deformation we denote the temporal domain of the image sequence as \( \Omega_t = \{ [t] \mid 0 \leq t < T \} \). Let \( \Phi \) denote a set of \( n_t \) control points \( \phi_t \) with a temporal spacing \( \delta_t \). Then, the temporal free-form deformation can be defined as a 1D cubic B-spline:

\[
T_{local}(t) = \sum_{l=0}^{3} B_l(u)\phi_{t+l},
\]

where \( i = \left\lfloor \frac{t}{\delta} \right\rfloor - 1 \), \( u = \frac{t}{\delta} - \left\lfloor \frac{t}{\delta} \right\rfloor \) and \( B_l \) represents the \( l \)-th basis function of the B-spline.

\( T_{local} \) deforms the temporal characteristics of each image sequence in order to follow the same motion pattern with the reference image sequence. The combined 4D transformation model (equation 1) is the spatio-temporal
free-form deformation (STFFD). The optimal transformation is found by maximising a voxel based similarity measure, the Normalised Mutual Information (NMI), calculated directly from the the joint intensity histogram of the two sequences over the spatio-temporal domain of overlap. In the first part of the optimization procedure NMI is optimized as a function of \(T_{\text{spatial}}^{\text{global}}\) and \(T_{\text{temporal}}^{\text{global}}\) using an iterative downhill descent algorithm. In the second part, NMI is optimized as a a function of \(T_{\text{spatial}}^{\text{local}}\) and \(T_{\text{temporal}}^{\text{local}}\) using a simple iterative gradient descent method.

3 Results and Discussion

To evaluate the spatio-temporal deformable registration algorithm we have acquired fifteen cardiac MR image sequences from healthy volunteers using a Siemens Sonata 1.5 T scanner and TrueFisp pulse sequence. For the reference subject 32 different time frames were acquired (cardiac cycle of length 950msec). Each 3D image of the sequence had a resolution of \(256 \times 192 \times 46\) with a pixel size of \(0.97\text{mm} \times 0.97\text{mm}\) and a slice thickness of 3mm. Fourteen 4D cardiac MR images were registered to the reference subject. An initial estimate of the global spatial transformation was provided due to the large variety in the position and orientation of the hearts. Since all the image sequences contained almost entire cardiac cycles, the global temporal transformation was calculated in order to compensate the differences in length of the cardiac cycles of the subjects (by matching the first and the last frames of the image sequences). The spacing of the control points of the local transformation were 10mm in the spatial domain and 90msec in the temporal domain.

Figure 1 provides an example of the spatio-temporal free-form registration. The images in the top row (a-c) are the short axis, the long axis and the temporal views of a frame in the middle of the image sequence after the optimization of the global transformations (affine spatio-temporal registration). The lines in the images represent the contours of the reference image sequence. The images in the bottom row of figure 1 are the same images after spatio-temporal free-form registration. The quality of the registration in the spatial domain was measured by calculating the volume overlap for the left and right ventricles as well as for the myocardium. The volume overlap for an object \(O\) is defined as:

\[
\Delta(T, S) = \frac{2 \times |T \cap S|}{|T| + |S|} \times 100\% \tag{5}
\]

Here \(T\) denotes the voxels in the reference (target) image part of object \(O\) and \(S\) denotes the voxels in the other image part of object \(O\). We have also calculated the mean surface distance of the above anatomical regions after the affine and the deformable 4D registration. In order to calculate the overlap of the anatomical structures and the surface distance we used segmented images. Table 1 shows the mean volume overlap and the mean surface distance (in mm) for each anatomical region after spatio-temporal affine registration, after 3D non-rigid registration of the first frames (by matching the first and the last time frames of the image sequences) and after the spatio-temporal deformable registration.

<table>
<thead>
<tr>
<th>Anatomical region</th>
<th>Volume Overlap</th>
<th>Surface Distance in mm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Affine 4D</td>
<td>Deformable 3D</td>
</tr>
<tr>
<td>Left ventricle</td>
<td>76.15%</td>
<td>80.95%</td>
</tr>
<tr>
<td>Right ventricle</td>
<td>77.39%</td>
<td>83.87%</td>
</tr>
<tr>
<td>Myocardium</td>
<td>70.39%</td>
<td>71.64%</td>
</tr>
</tbody>
</table>

Table 1. The mean volume overlap and surface distance after the affine 4D registration, after the deformable 3D and after spatio-temporal deformable registration.

4 Conclusions and Further Work

We have presented an extension to our earlier spatio-temporal registration method [5, 6]. In this contribution we extended the registration method by introducing a spatio-temporal deformable transformation model. The proposed registration approach corrects temporal misalignment caused by different acquisition parameters, different length of cardiac cycles and different dynamic properties of the hearts. The approach also corrects spatial misalignment caused by global differences in the acquisition of the image sequences and local shape differences. There is a large range of applications for this spatio-temporal registration method. We are planning to use it for building a probabilistic atlas of the cardiac anatomy and function similar to the one we have recently presented [1]. The method was evaluated using fifteen image sequences from healthy volunteers. The results indicate a significant improvement in the temporal and spatial registration of the image sequences with the use of the spatio-temporal deformable transformation model.
Figure 1. Results of the 4D cardiac MR registration algorithm. (a-c) shows the short axis, the long axis and the temporal views after the affine alignment, (d-f) shows the corresponding short axis, long axis and temporal views after the spatio-temporal free-form registration. Animations of the registrations can be found at [http://www.doc.ic.ac.uk/~dp1/Conferences/MIUA04/REGISTRATION/](http://www.doc.ic.ac.uk/~dp1/Conferences/MIUA04/REGISTRATION/)
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1 Introduction

Fetal alcohol syndrome (FAS), a consequence of excessive maternal alcohol consumption during pregnancy, is one of the most common preventable causes of mental retardation worldwide. FAS prevalence of 40.5 to 46.4 per 1000 children aged 5 to 9 years has been reported in one disadvantaged community in South Africa, while the rate for the developed world has been estimated to range from 0.33 to 2.2 per 1000 [1]. FAS is therefore a serious public health problem in South Africa. Large epidemiological studies are required in this country to identify populations that are especially at risk, so that prevention and intervention programmes can be introduced. To this end, a cost-effective and easily deployable FAS screening tool is required.

FAS diagnosis is made on clinical grounds alone, with an emphasis on its unique facial phenotype, which is assessed by distance measurements between landmarks around the eyes and mouth [2,3]. Conventional diagnosis of the facial phenotype requires intrusive direct measurements on the face performed by trained specialists; these measurements are compared to normative data to determine whether subjects have FAS. Eye measurements used in FAS diagnosis are shown in figure 1. Direct measurements are intrusive to the patient, time-consuming and costly, and not conducive to large-scale screening for and surveillance of FAS. As an alternative, photogrammetry has been introduced as an indirect method of obtaining distances between landmarks on the face, using both two- and three-dimensional methods. The period of interaction with the patient is potentially shorter for indirect measurements, since features are measured after data acquisition. Indirect methods are therefore also less dependent on patient behaviour and the need for the patient to keep still for long periods, and have particular advantages when children are being examined. Some measurements, such as those around the eyes, are difficult to obtain directly without risk of discomfort or injury to the patient.

![Figure 1. Distance measurements used in FAS diagnosis](image)

We review our development of a stereo-photogrammetric instrument and image analysis algorithms, using established methods, to diagnose the facial phenotype associated with FAS in children.

2 Image acquisition

Our stereo-photogrammetric tool is shown in figure 2 and comprises 2 digital cameras, a chin- and headrest surrounded by calibration markers within which the child's face is photographed, and a notebook computer [4]. Stereo-photogrammetric algorithms, based on the Direct Linear Transform (DLT), are used to calculate the three-dimensional coordinates of and distances between facial landmarks selected by an operator from stereo

Email: t.douglas@cormack.uct.ac.za
digital images by mouse clicks on a computer monitor. The equipment fits into a robust wheeled carrying case for easy transportation.

Figure 2. Image acquisition instrument for FAS screening and stereo images of a 6 year-old child

2.1 Comparison with single frontal photographs and direct measurements

We have compared measurements obtained using stereo-photogrammetric calibration with those obtained from single frontal photographs. We have found that, in an ideal system, where the real-world co-ordinates of the relevant points on the eyes are known from three-dimensional calibration, depth does not make a significant contribution to the distance measurements involving the eyes that are required for fetal alcohol syndrome screening. Two-dimensional measurements provide reliable results in such cases. However, in a real situation, using single frontal photographs, where the exact relationships of the camera with respect to the calibration frame is not known, and where the eyes are not placed at the same depth as the calibration markers, the accuracy of two-dimensional measurements is questionable [5].

We have also shown that eye measurements obtained using our stereo-photogrammetric instrument compare favourably with direct measurements obtained by clinicians [4].

3 Eye feature extraction

Image processing algorithms applied to facial photographs have the potential to enhance photogrammetry, through automatic extraction of desired facial features and the subsequent automatic measurement of clinically relevant distances, resulting in further reductions in the time spent on examinations and improvements in the reliability of measurements.

The points required to measure the eye distances shown in figure one, are the pupil centres and the inner and outer canthi (the eye corners). An algorithm was developed to extract these automatically [6].

Since the face is always photographed in a fixed position, an image window in which the eyes are expected to appear can be specified in order to reduce the image area being examined. Estimates of the eye centres are obtained by combining a peak and a valley map of the eye window and using integral projections of the combined map to identify areas of high intensity representing the eyes. Connected components extracted from the area surrounding the eye centre estimate in the peak map represent the sclera (figure 3).

Figure 3. Extracted (a) sclera region and (b) iris

The eye contour is found by using a genetic algorithm (GA) to match cubic splines to the valley map, in which the eye contour appears bright. Two four-point cubic splines with common endpoints, one for the upper and one for the lower eye contour, represent the eye template (figure 4 (a)). The parameters being optimised by the GA are the locations (x- and y-co-ordinates) of the six cubic spline control points that specify the eye template. An initial random population of chromosomes (each consisting of 6 sets of co-ordinates representing 6 cubic spline control points) is generated. The area corresponding to the extracted iris is removed from the valley map. The sum of the pixels in this modified valley map corresponding in position to the pixels of the eye template, normalised over the length of the eye template, is the fitness function.
The endpoints of the extracted eye contour splines and the centroids of the extracted iris contours represent the eye corners and the pupil centres respectively. The 3D real-world co-ordinates of the eye corner and pupil centre points are obtained using the DLT and the calibration markers. The distances shown in Figure 1 are then calculated. Figure 4 (b) shows extracted eye contours, judged by visual inspection to be representative of the actual features, Figure 4 (c) shows eye contours that underestimate the inner eye corner in images in which sclera and skin cannot be clearly distinguished.

Figure 4. (a) Eye template; The arrows indicate cubic spline control points. (b) Extracted eye contours: a good fit (c) Extracted eye contours: underestimation of inner corners.

2.1 Comparison of automatic and manual measurements

*Manual selection of points:* An investigator selected points by clicking the mouse on corresponding points in each pair of images displayed on a computer monitor. This exercise was carried out 3 times and the average co-ordinates were calculated. The distances shown in Figure 1 were calculated using the three-dimensional real-world co-ordinates of the selected points.

*Automatic selection of points:* The endpoints of the eye contour splines and the centroids of the irises represent the eye corners and the pupil centres respectively. The distances shown in Figure 1 were calculated using the three-dimensional real-world co-ordinates of the eye corner and pupil centre points.

A comparison of the distances obtained from 46 image pairs using the algorithm for automatic extraction of eye features with those obtained after manual point selection revealed that average differences between the manual and automatic values for HFL and IPD were within 1 mm, while the ICD and OCD showed average differences within 2 mm.

3 Stereo matching

Both the algorithm described above and the manual method of selecting points with a mouse click on a computer monitor, obtain relevant landmark points from each stereo image separately. These points might therefore not be truly homologous, resulting in measurement errors. Feature-based matching of areas of interest in the stereo images to ensure homologous points for measurement would complement both automatic feature extraction and manual point selection. In the former, it could optimise the search space of the GA, while in the latter, it could reduce the time taken to perform the manual task.

A stereo matching technique is used, which matches landmarks selected manually on one image in a stereo pair to the second image [7]. Image contrast is improved and edges obtained using a Canny edge detector are superimposed on the images. The locations of selected landmark points on the right image are copied to the left image. An exhaustive search is performed in a window surrounding each location on the left image to find the pixel whose neighbourhood best matches that of each landmark in the right image. The sum of absolute differences between pixel intensities in 11x11 neighbourhoods centred on the landmark pixel in the right image and pixels in the search window in the left image is used to find the best match. Figure 5 shows the results of the matching technique.

3.1 Comparison of matched and manual points

163
Landmark coordinates on the left image obtained manually and by matching were compared for 48 image pairs. Manual measurements were obtained as described in section 2.1. Average differences between PFL, IPD, ICD and OCD measurements obtained after stereo matching and those obtained manually were within 1 mm.

![Figure 5](image)

**Figure 5.** (a) Manually selected landmark points on right image; (b) landmark points copied to left image; (c) manually selected landmark points on left image; (d) matched points on left image.

4 Conclusion

We have developed a stereo-photogrammetric method for obtaining eye measurements for FAS screening, and shown that measurements obtained by selecting landmark points from stereo images by a mouse-click on a computer monitor compare favourably with direct measurements. In an attempt to further reduce the human labour required for large-scale FAS screening, we have presented image processing algorithms for automatic eye feature extraction and feature matching. Average differences between PFLs based on automatically extracted features and those obtained manually were within 1 mm, as were average differences between PFL, IPD, ICD and OCD measurements obtained after stereo matching and those obtained manually.

Since the PFL is the eye feature best suited to the identification of the FAS facial phenotype [2], both the automatic eye feature extraction and stereo matching show promise for the enhancement of large-scale FAS screening. A difference of less than 1 mm between a new and an established method in anthropometry has generally been regarded as acceptable in published work [8]. Although an error of 1 mm could result in a classification of a borderline case, such misclassification could be minimized by the use of fuzzy diagnostic borders and the use of a combination of features for diagnosis.
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Automating cell analysis: intracellular particle tracking
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Abstract. This paper addresses the quantitative analysis of time series imaging of biological cells. Currently, results are the qualitative visual assessment of video showing the dynamics of the cell. Such results are inherently subjective. Automatic quantitative measurements would allow deeper understanding. In this paper computer vision techniques are applied to obtain quantitative measurements from in-vivo intracellular images.

1 Introduction

This paper is concerned with quantitative analysis of time series images of biological cells. Through recent developments in fluorescent protein labels, a given protein can be highlighted in a live cell [1]. Different proteins can be imaged with different fluorescent labels and selective excitation light and/or emission discrimination. Widerfield microscopy collects light from a broad range of z-depths (where z is parallel to the optical axis). Typically widerfield microscopes collect light from all z-depths in a cell. Confocal microscopy collects light from a narrow range of z-depths only [2]. Example x, y confocal planes are shown in Figure 1. By shifting the z-depth on a confocal microscope a sample can be directly imaged in all three spatial dimensions. Confocal data is characterised by low signal to noise ratio, noise with a Poisson distribution, high pixel bit depth (12 to 16 bits) and is multidimensional in nature (x, y, z, time, excitation wavelength, emission wavelength).

![Figure 1. Example confocal z-slices of different cells with fluorescent protein labels.](image)

Recent advances in both fluorescent protein labels and confocal microscopy are allowing a wide range of intracellular dynamics to be studied. Currently, results are the qualitative visual assessment of video showing the dynamics of the cell but such results are inherently subjective. Automatic quantitative measurements would allow deeper understanding. In this paper computer vision techniques are applied to obtain quantitative measurements from in-vivo intracellular images. A system overview is shown in Figure 2.

Use of computer vision techniques to assist quantitative analysis of cellular images covers a wide range of problems and solutions. Here we consider the task of tracking fluorescently labelled proteins. We focus on this task for two reasons. Firstly, quantitative results can be directly measured from the tracks of the fluorescent labels. For example average velocity or total displacement. Secondly, successful tracking of labelled protein is a key building block for further quantitative analysis. For example green fluorescent protein (GFP) labels can highlight one protein and red fluorescent protein (RFP) labels can be used to highlight another protein, tracks of each type of protein allows their interaction to be studied.

The field of computer vision is rich with tracking algorithms. While a full review of these techniques is beyond the scope of this paper, a brief overview of utilised techniques follows: Image processing to enhance required features, pattern recognition to detect features to track, pattern matching to link objects through time, and predict and update cycles in filtering techniques, such as Kalman filtering, to improve tracking [6]. Relevant prior work
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applied to intracellular imaging includes a comparison of algorithms for single particle tracking [7] and a fuzzy logic based system for multiple particle tracking [8].

**Figure 2.** System overview, emphasis is on the use of computer vision for quantitative analysis.

The remainder of the paper is arranged as follows. Our approach is detailed in Section 2. Results from applying the proposed approach to images of cells are shown in Section 3. Examples of the quantitative results obtained are given. Conclusions are drawn in Section 4.

2 Method

We divide the task of two-dimensional intracellular particle tracking into two parts: detection and tracking. Each of these parts are discussed in turn. Significant to the design of both detection and tracking is the simplicity and variation of the target to be tracked. A single fluorescent label is a point light source that will be broadened by the optics of the microscope. Intracellular vesicles contain many fluorescing labels making shape visible. However, the shape of a vesicle may change as it moves. As particles move in z they first become out of focus, then disappear from a confocal plane. Significant intensity variations come from variations in the excitation light source and the photo-bleaching effect. Photo-bleaching is due to damaging of fluorescent labels by the excitation light. Photo-bleaching is observed as an overall reduction in fluorescing intensity over time. Cells may contain thousands of particles.

**Detection:** The information flow for particle detection is illustrated in Figure 3. A difference filter is used to enhance the particles prior to thresholding. Typically particles cover a small and variable percentage of pixels making automatic thresholding difficult. The user is shown the binary image to assist in setting the threshold. Each contiguous region is considered a candidate particle. The position of a particle is measured as the centroid of the contiguous region. The area and average intensity of each particle candidate is measured. Candidate particles within user specified ranges of area and intensity are promoted to the particle set of given frame. Particle detection is repeated for each frame to produce a set of particles for each frame.

**Figure 3.** Particle detection information flow.

**Tracking:** Temporally linking particles to form tracks is based on a powerful matching algorithm that links two sets of particles. The matching algorithm is initially run on temporally adjacent sets of particles, i.e. sets at time $t$
and \( t+1 \). To account for missed detections or temporally non-visible particles, the algorithm is then run on the unmatched subset of particles between adjacent but one sets of particles, i.e., sets at time \( t \) and \( t+2 \). This is iteratively repeated up to a maximum time point gap (Max Frame Difference).

To match sets of particles \( P_t \) and \( P_{t+1} \) we construct a graph in which each particle is a vertex. It is assumed that particles do not combine. We consider the possibility that each particle in \( P_t \) could be matched to each particle in \( P_{t+1} \) by constructing a bipartite graph. Each edge in this graph represents a possible linking of a particle in \( P_t \) with a particle in \( P_{t+1} \). The weight of each edge is set to the square of the Euclidean distance between the position of the two particles. Our task is now formulated as finding the set of vertices which connects each particle and has a minimum summed weight. This is known as the assignment problem (also referred to as the marriage problem). Given equal size \( P_t \), \( P_{t+1} \) and cost function \( C : P_t \times P_{t+1} \rightarrow R \) the assignment problem is defined as finding the bijection \( f : P_t \rightarrow P_{t+1} \) such that (1) is minimised.

\[
\sum_{a \in P_t} C(a, f(a))
\]  

(1)

If \( P_t \) and \( P_{t+1} \) both have \( n \) particles there will be \( n! \) possible sets of vertices. Fortunately there is a polynomial time solution - the Hungarian algorithm [3,4]. The case of sets with an unequal number of particles is handled by adding dummy particles. Formulation of tracking as an assignment problem has been applied elsewhere, for example [5]. A key advantage of this approach is that all particles are considered together and a global minimum is found. This is in contrast to iteratively updating individual trackers for each particle.

3 Results

Tracking results are shown with data acquired with the UltraVIEW confocal microscope. The \( x, y, t \) sequences have been recorded by the University of Bristol. Results of the tracking are shown in Figure 4. Particle tracking is run on the entire image, only a sub-region is displayed here. The full image of frame 38 is shown on the left of Figure 1. Particle detections are displayed as green (mid-grey on greyscale) boxes that enclose the particle detection. The sub-regions in Figure 4 contain a single track which is shown as a white line. Only particle detections for a given frame are displayed on that frame, the complete track is drawn on all frames. Graphs of quantitative measurements taken from this track are shown in Figure 5. From the graph on the left we see that the mean intensity rises and falls along the track, this may indicate the particle moving in and out of the confocal plane. From the graph on the right we see the speed of the particle increasing along the track. Quantitative speed measurements can be used as evidence to classify particles. Note the erratic nature of the velocity, this is typical for tracks.

![Figure 4](image)

Figure 4. Alternate images of a tracked intracellular particle.

A failure of the tracking algorithm is shown in Figure 6. A full frame from this sequence is shown on the right of Figure 1. The sub-regions in Figure 6 show all tracks in yellow (near white in greyscale), particle detections are shown as for Figure 4. Approximately, the particle of interest starts in the upper right quadrant of the sub-region, moves across to the centre, down to the lower left quadrant, then up to the upper left quadrant. The particle is successfully tracked from frame 5 to frame 78. The track then mistakenly follows a mostly stationary particle in the lower left quadrant. Part of the correct track from lower to upper left quadrants can be seen. Observe the particle detections before and after the mistake. Note in frame 79 the tracked particle is merged with a passing stationary one. Also note that the mistakenly tracked particle is not detected in frame 78 but appears in frame 79. In this situation the solution to the assignment problem mistakenly links the wrong particles.
Figure 5. Quantitative measurements from particle track shown in Figure 4.

Figure 6. Tracking failure. All tracks shown. Detections shown before and after mistake.

Another open issue is the assessment of intracellular particle tracking algorithms. Of chief concern to users is performance vs. complexity of parameters to setup. This issue is applicable to all tools for quantitative analysis of cells.

4 Conclusion

The general task of automating cell analysis is presented. The paper focuses on the specific requirement of intracellular particle tracking. An implementation of an automatic intracellular particle tracker is described. Quantitative results are presented.
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Abstract. Delayed enhancement imaging is a recently described technique that enables for the first time, the direct observation of areas of myocardium that have scarred following infarction. When this information is combined with information about myocardial contraction, areas that are neither dead, nor contracting can be identified. Such areas will resume contraction following revascularisation (hibernating myocardium). The identification of such areas is consequently of great interest to clinicians. This paper describes how registration can be used to align the images prior to the identification of areas that will benefit from revascularisation. Patient data is used to demonstrate image alignment and image-derived information combination. This is then mapped onto patient-specific 2D and 3D representations of the heart.

1 Introduction

It has recently been observed that gadolinium-based contrast agents have substantially different uptake characteristics in regions of scarred myocardium as opposed to in living areas [1]. Whereas these contrast agents wash into and out of the vascular system of living myocardium in a few heart beats, in areas of scarring, dead cardiomyocytes are replaced by a matrix of collagenous fibres —scarred myocardium— into which contrast agent accumulates 15-20 minutes post-injection. Called delayed enhancement imaging, this technique enables for the first time, the direct non-invasive observation of scarred myocardium. When information about areas of scarred myocardium is combined with knowledge of local myocardial contraction or perfusion, areas of myocardium that are neither dead nor contracting —hibernating myocardium— can be distinguished. Hibernating myocardium has the potential to resume contracting if revascularised [2]. Its location is thus of considerable importance to clinicians planning revascularisation.

Currently, to identify areas of myocardial scar, clinicians use either Positron Emission Tomography (PET), or Single Photon Emission Computed Tomography (SPECT). Scar size measurements using delayed enhancement imaging have been shown to correlate closely with those measured using PET [3]. In addition MR has been shown to systematically detect small sub-endocardial infarcts that were not identified using SPECT [4]. The higher voxel resolution and non-ionising nature of MR make it well suited for the identification of hibernating myocardium. An emergent technology that is competing with delayed enhancement is contrast enhanced echocardiography. It remains to be seen which technique emerges as the clinical method of choice.

The identification of hibernating myocardium from MR images can be performed in two ways. The first entails finding areas that demonstrate both perfusion defects in first-pass perfusion images, and an absence of scar in delayed enhancement images. Recently, Breeuwer et al. investigated aligning such images [5]. The second approach involves finding areas of myocardium that exhibit reduced contraction in cine anatomical images, and are not scarred in the delayed enhancement image. To identify such regions the images need to be aligned, this is normally performed mentally by the observer. Differences in the position of the heart due to inter-image motion and inconsistent breath-hold positions confound this already difficult task. This paper will investigate the alignment of cine anatomical images with delayed enhancement images, before identifying areas of hibernating myocardium.

2 Data

Short axis ECG triggered steady state free precession images with SENSE factor 2 were obtained in 2 patients undergoing cardiac MRI for the investigation of coronary artery disease. Eight contiguous slices, taken in up to three breath-holds, were imaged with: slice thickness 8 - 10 mm, field of view 350x344 - 390x390 mm, acquisition matrix 192x192 with 120% phase encode direction sampling, reconstructed to 256x256 giving a resolution of 1.8 mmx1.8 mm — 2x2 mm, with 20 phases in the cardiac cycle, flip angle 50 - 55°, TE 1.56 - 1.68 ms and TR 3.11 - 3.37 ms. A 0.4 mmol/kg body weight bolus of gadolinium DPTA was then administered intravenously. Fifteen minutes post-injection, a single end diastolic image was acquired. The images were acquired on a Philips Gyroscan Intera 1.5 T with master gradients, using a 5 element cardiac synergy coil and vector ECG.

3 Methods

Before information about contraction and scarring can be combined, misalignment of the heart between the cine anatomical and delayed enhancement images, due to inter-scan motion and breath-hold inconsistencies, must be compensated for. Both the delayed enhancement and cine anatomical images are acquired using ECG gating, the delayed enhancement image should consequently be at the same point in the cardiac cycle as the end diastolic cine...
anatomical image. A rigid registration should hence suffice to align the heart, however, rigid registration of the entire image will only recover differences in bodily position and not those attributable to inconsistent diaphragm position. The registration of a Region Of Interest (ROI) in the delayed enhancement image — defined by manually segmenting the epicardial surface — overcomes this problem. The end diastolic cine anatomical image was thus rigidly registered to the ROI of the delayed enhancement image. Normalised mutual information [6] was chosen as the similarity measure because of its ability to align areas that include contrast in one image but not the other. The transformation produced by the registration may well result in some degree of through-plane motion. Because of the massive voxel anisotropy inherent in these images, a smooth 3D contour must hence be created prior to its transformation. Shape-based interpolation [7] of binary volumes produced by segmentation of anatomical end diastolic epicardial and endocardial surfaces provides approximately isotropic voxels. Gaussian blurring ($\sigma = 1\text{mm}$) of the interpolated binary volume followed by Marching Cubes [8], then extracted a smooth 3D surface. Figure 1 shows sections through these contours overlaid on the delayed enhancement image both prior to registration and following registration and transformation. To enable the later assessment of wall thickening, end systolic epicardial and endocardial segmentations were also prepared as described above and transformed by the same transformation. The end systolic image should be correctly aligned with the end diastolic image because it is acquired with the same breath-holds, there is thus no need for alignment of the end diastolic images to the end systolic cine images.

![Figure 1](image)

Figure 1. Manually created end diastolic anatomical contours overlaid onto the delayed enhancement images prior to registration (top row), and following registration (bottom row).

A bullseye plot is a series of contiguous concentric rings, segments of each ring are colour coded according to the parameter calculated for corresponding segments of myocardium. Each of the concentric rings in the plot represents information originating from a particular slice, the slice nearest the apex representing the innermost ring, and the outermost ring information from the slice nearest the base. The in-plane angular location of the information determines the angular location at which it is positioned in the bullseye plot. In this case, parameters for each segment of the bullseye plot were measured in-slice at equi-spaced angular locations about the in-slice centroid of the delayed enhancement endocardial surface.

Areas of scar were identified manually and the percentage transmurality of the scar plotted on a bullseye —Fig. 2, second column. The percentage wall thickening (a metric routinely employed in echocardiography) was calculated from the transformed end diastolic and end systolic contours, and mapped onto bullseyes —Fig. 2, second column. Because the contours have been aligned prior to being mapped onto the bullseye plots, for the purposes of data combination, it will be sufficient to combine the information associated with the segments of the bullseye plots.

To combine the information from the two bullseye plots, a function of the wall thickening ($x$) and transmurality ($y$) needs to be defined. This function should be maximum in areas of low thickening and low scarring, indicating the likely location of hibernating myocardium — candidate areas for revascularisation. The function should in addition be minimum in areas of maximal thickening and also in areas of maximal transmurality — areas, the revascularisation of which, will not benefit the patient. One such candidacy function can be described by $z = (1 - x)(1 - y)$. This function was used to combine the wall thickening and transmurality information on bullseye plots for each patient —Fig. 2, third column. It should be noted that although this function has the desired features as described above, its behaviour away from these points is a somewhat arbitrary estimation of the benefit associated with the revascularisation of such areas. The true revascularisation candidacy function, can only be determined experimentally by the assessment of both pre- and post-revascularisation images.
Figure 2. Bullseye plots showing; transmurality (**first column**), wall thickening (**second column**), and candidate areas for revascularisation (**third column**), for patients 1 and 2 (**top and bottom rows**). Dots indicate the location of the conjunction of the left and right ventricles.

![Bullseye plots](image)

**Figure 3.** The unwrapping of the bullseye plot into a rectangular image.

Although the bullseye plot permits two-dimensional observation of the location of three-dimensional data, it is somewhat abstract. An easier to interpret representation would be if the combined information were visualised on a 3D representation of the myocardium. To thus represent the combined wall thickening and transmurality information, a coordinate system that can be used to translate between the bullseye plot and the surface must be defined. Segments in the bullseye plot can be easily identified using a polar representation, on the surface this corresponds to a \((z, \theta)\) coordinate system—as opposed to an \((r, \theta)\) system on the bullseye plot. The location of the centroid of any of the 3D surface’s facets on the bullseye can be identified from its \(z\)-position and its \(\theta\) value calculated with respect to its in-slice centroid. This is a continuous coordinate system and the resulting location in the bullseye plot may consequently be at a non-integer position. To enable interpolation of intermediate values from the bullseye plot, it was unwrapped (see Fig. 3). Cubic b-spline interpolation—wrapped around at the image edges to account for radial continuity—then enabled smooth \(C^2\) interpolation of the bullseye plot. Examples of the bullseye plots for transmurality, wall thickening and the combined function are shown mapped onto prepared segmentations of the delayed enhancement epicardial surface in Fig. 4.

### 4 Results

The contour overlays in Fig. 1 clearly demonstrate that for patients 1 and 2, the registration has aligned the hearts very well. For patient 3 however, there is a substantial registration error. It would seem that the registration algorithm has aligned the enhanced region with the blood pool in the cine anatomical image.

Figure 2 shows bullseye plots of transmurality, wall thickening and candidate areas for revascularisation for all three patients. It can be seen that patient 1 has a sizable amount of scar tissue in the basal and mid anterior segments of the heart, a corresponding area of reduced thickening can be seen in the wall thickening plot. The combined plot does not indicate any substantial areas with high revascularisation candidacy, although a small region may be seen in the basal septal areas. This is nicely illustrated in Fig. 4, where for the first two positions, one can clearly see the reduced wall thickening in areas of scar. Patient 2 has two small areas of scar in the basal anterior segments, the wall thickening bullseye plot shows reduced thickening in this area and also in the septal segments. When combined, it can be seen that there is a large candidate area for revascularisation in the basal and mid septal segments. This is also seen in Fig. 4.
5 Discussion and Conclusion

This paper has addressed the task of automatically combining information from cine anatomical and delayed enhancement images and, to the author’s knowledge, is the first paper to attempt this. Rigid registration using normalised mutual information of a region of interest was shown to be sufficient to compensate for both inter-scan patient movement and inconsistent breath-hold positions. Following registration, the location of manually identified areas of scarring was then combined with manually determined wall thickening information using a combination function. Although at this stage the combination function is rather arbitrary, it enables candidate areas for revascularisation to be highlighted for the first time. The results of the information combination were shown on both 2D bullseye representations of the heart, and on 3D representations of the myocardial surface. Future work required to make this technique clinically employable would be the empirical identification of a revascularisation candidacy function, this will require a substantial set of both pre- and post-revascularisation images. Following this, the technique could be validated by comparison with results derived from PET—the current gold standard.
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1 Introduction

The creation of realistic computational fluid dynamic (CFD) models from medical images has been the subject of much research [1]. However, if simulations are to be performed on a routine basis in a clinical setting, the user interaction required to create the CFD model must be reduced by automating the mesh generation process as far as possible, and this is the subject of this paper. Furthermore, high performance computing required for transient CFD simulation must be accessible, possibly using Grid technology [2]. We describe a technique for rapidly generating patient-specific meshes, and the potential to validate these using flow and invasive pressure measurements made during catheterisation under MR guidance.

2 Automatic mesh generation

Typically, the stages in generating a CFD mesh – segmentation, profile extraction, surface generation, and meshing - are performed for every new CFD model that is created, often with significant user intervention. We propose a novel technique for creating patient-specific models, in which the time consuming step of creating a CFD mesh for a given arterial topology need only be performed once for a ‘reference patient’. This mesh is then morphed to any individual by image registration [3] of the reference CT or MR scan data to the patient scan.

2.1 Creation of Mesh for Reference Patient

An idealised representation of the real geometry is defined in terms of geometric primitives, such as cylinders, and then meshed. From the mesh, a pseudo-binary image is created by identifying which points on a regular 3D grid lie inside the mesh surface (intensity 1), and which lie outside (intensity 0). The scan data for the reference patient is then segmented using any appropriate technique to produce a second binary image. Because this process need only be performed once, we performed the segmentation manually. The two binary images were blurred using a Gaussian filter with a FWHM of 4 voxels, and then registered to obtain a mapping from the idealised geometry to the real geometry. By applying the registration mapping to the idealised mesh, we obtain a mesh for the reference patient. This process is illustrated in Figure 1. This technique generates an appropriate distribution of mesh density and the inlets and outlets can be automatically identified by reference to the original geometric primitives.

2.2 Creation of Patient-Specific Meshes

Subsequent scans (of the same patient at different times, or different patients) can be registered directly (at image level) to the original reference scan, and the mapping thus obtained applied to the reference mesh to obtain a scan-specific mesh. Processes such as wall movement or dilation in a dynamic scan sequence are obtained naturally and directly from the registration mapping. The segmentation of each image except for the reference one is performed effectively and automatically by non-linear image registration.
3 Example Application

We have applied the technique to the thoracic aorta of a patient with congenital narrowing of the aorta (coarctation), who underwent dynamic MR imaging, flow imaging, and invasive pressure measurements in the integrated MR and x-ray (XMR) catheterisation lab at Guy’s Hospital. The thoracic aorta is a good exemplar blood vessel because it is a complex shape and has significant motion, and is large enough that the lumen can be reliably imaged using MRI. The ability to generate patient-specific (rather than generic) models is particularly important here because of the high variability in anatomy in patients with congenital heart disease. Invasive investigation in patients with mild coarctation is not normally justified. Therefore management of these patients would be improved if changes in pressure and velocity distribution in the aorta with exercise could be predicted by MR-based CFD and structural simulation alone.

A dynamic series of seven MR scans was acquired using three-dimensional steady-state free precession volume scanning (TR = 3.2ms, TE = 1.6ms, multi-breath hold, multi-phase technique, with a reconstructed voxel size of 1.25mm × 1.25mm × 1mm). The first scan in the dynamic sequence is treated as the ‘reference’ image, and scans at subsequent time points are registered to this one. Figure 2 shows the meshing technique applied to the dynamic sequence from this patient.
4 Computational Fluid Dynamics Modelling

Geometrical information obtained from the morphed mesh may in itself be important – for example it may be used to determine the amount of aortic narrowing in patients with coarctation. However, the mesh can also be used in CFD simulations to determine the pattern of blood flow in the arterial segment. In this case, the inlet flow to the aorta model was specified using data from a flow-sensitive Fast-Field MR Echo sequence acquired in the same session as the anatomical scan. The outlets of the model were coupled to compartmental models that represent the downstream circulatory system. For the compartmental models, we used a digital implementation of sections of the model proposed by Westerhof et. al. [4], which is an electronic analogue of the human systemic arterial tree. It consists of 121 arterial segments, with each segment consisting of a number of linear passive electrical components. CFD simulation of the 3D aorta model is performed using CFX (ANSYS Inc.). Because of the time-varying nature of blood flow, a transient solution, typically with timesteps of 0.01s or lower, must be performed, and this is very computationally demanding. If blood flow simulations are to be performed routinely in a clinical setting as part of patient management, then high performance computing must be made more accessible. This could be achieved through the use of Grid technology, and the combination of CFX coupled to compartment systems has implemented on the GEMSS testbed Grid [2].

For the current model, converged solutions have been obtained for three-quarters of the period of systole – divergence at the end of the deceleration phase is under investigation. Figure 3 shows the reference mesh coupled to the compartment models and solution streamlines at peak systolic flow. The solution of the compartment models allows the pressure and flow at downstream locations in the circulatory system to be determined. Also, the compartment models provide better boundary conditions for the 3D model – if the compartments are replaced by simple zero-pressure boundaries, then the flow for the three arteries leaving the aortic arch is too high.

In the future we intend to develop these models to allow the time-varying wall motion to be imposed on the CFX model, or, alternatively, be determined by coupling the wall boundary to a structural finite element model representing the elastic properties of the vessel wall, as described by Hose et. al.[5].
References


*Figure 3. Computational Fluid Dynamics Simulation*
Modelling Normality and Functionality of the Lungs

Harbir Singh\textsuperscript{a*}, Michael Crawford\textsuperscript{b}, John Curtin\textsuperscript{b} and Reyer Zwiggelaar\textsuperscript{c}

\textsuperscript{a}School of Computing Sciences, University of East Anglia, Norwich, England.
\textsuperscript{b}Norfolk and Norwich University Hospital, Norwich, England.
\textsuperscript{c}Department of Computer Science, University of Wales, Aberystwyth, England.

Abstract. The high prevalence and mortality of lung cancer has encouraged studies in the early detection of lung cancer. Driven by the need for a better understanding of the anatomical functionality and normality of the lung using CT data, we highlight our findings related to application areas like lung segmentation, density estimation and segmentation of anatomical features of the lung such as the airway tree structure.

1 Introduction

Accurate segmentation of the lungs into physiological structures such as the intra-thoracic airway tree and the pulmonary structure is a crucial part of lung automated diagnosis system. As part of modelling the normality and functionality of the lungs, in this paper we concentrate on lung segmentation, density estimation and lung airway tree segmentation. The next sections describe application areas such as the effect of patient orientation on lung density and the task of airway tree segmentation.

2 Effect of Patient Orientation on Lung Density Estimation

Lung CT data can be obtained with the patient in the prone or supine position. To quantify the effect patient orientation (prone or supine) has on lung density, the left and right lungs were segmented with respect to the background in the CT lung images. To avoid inter- and intra-observer variation, an automatic approach was developed which incorporates a number of distinct steps.

The standard lung window (center and width respectively \(-500\) and \(1500\) Hu) was used as the basis of the segmentation process (see Fig. 1a). The image was subsequently thresholded using simple histogram based peak separation. The next stage of the segmentation process involved a morphological closing. The structuring element was a $3 \times 3$ square. The main aim of this step was to remove noise aspects and small anatomical structures. After the closing operation connected components were labelled. The two largest regions were selected as being the two lung areas (see Fig. 1b).

\begin{figure}[h]
\centering
\subfloat[Example CT slice]{
\includegraphics[width=0.2\textwidth]{example_ct_slice.png}}
\subfloat[Segmented left and right lung areas]{
\includegraphics[width=0.2\textwidth]{segmented_lungs.png}}
\subfloat[Masked left lung]{
\includegraphics[width=0.2\textwidth]{masked_left_lung.png}}
\subfloat[Masked right lung]{
\includegraphics[width=0.2\textwidth]{masked_right_lung.png}}
\caption{Automated Lung Segmentation: (a) example CT slice, (b) segmented left and right lung areas, (c) masked left lung, and (d) masked right lung.}
\end{figure}

The case of joint lungs, where the anterior and the central junctions of the CT slices had weak contrast making it difficult to separate the left and right lungs was handled using iterative erosion until two major lung regions were obtained. The two lung regions where subsequently dilated, restricted by the original segmentation, to obtain the original lung area [1].

The output of the segmentation stage is the left and right lung masks. The correlation between manual and automatic segmentation can be found in Fig. 2. The masks in combination with the original DICOM data result in left and right lung regions (see Fig. 1c,d). It can be seen that the left and right lung regions contain dense vessels and airways which appear as areas of white blobs and dark patches surrounded by white vessel walls. These do not form a part of the lung tissue needed for the density estimation and were removed by thresholding at a level of -100Hu. The mean pixel value of each lung region was calculated and was taken as an estimate of lung density.

\*Email: harbir.singh@uea.ac.uk, michael.crawford@nnuh.nhs.uk, john.curtin@nnuh.nhs.uk, rrz@aber.ac.uk
To evaluate the effect of patient orientation, each lung area was divided into three portions, namely anterior, central and posterior where each portion was one third the height of the lung. The densities of the regions were calculated and correlated to identify any pattern of density variation which could be attributed to the orientation. We also compared the supine and prone densities of the full right and left lungs.

![Figure 2. Lung segmentation: manual versus automatic.](image)

### 2.1 Results and Discussion

The data comprised supine and prone inspiration and expiration CT scans of fifteen patients obtained from the Norfolk and Norwich University Hospital. Scans were obtained in the supine position at 1 cm intervals during inspiration and at 3 levels during expiration, and in the prone position at 3 cm intervals during inspiration and at 3 levels during expiration. From each patient twelve scans were obtained; three supine inspiration, three supine expiration, three prone inspiration and three prone expiration. Each set of the scans was acquired at the upper, middle and lower portions of the chest region. The inspiration/expiration and prone/supine levels were matched as best as possible. All image values in this paper are represented in Hounsfield units (Hu).

An overview of the results can be found in Fig. 3. For both the left and right lung a low correlation coefficient (respectively 0.631 and 0.619) was obtained. In both cases the supine density estimate tends to be lower when compared to the prone density estimate. These initial results indicate that patient orientation does matter when considering density estimation. However, at the same time it should be noted that the resulting correlation between prone and supine estimates might be high enough from a clinical point of view (this needs further investigation). It is expected that the non-uniform deformation of the lung lobes when comparing the supine and prone position of the patient needs to be taken into account.

![Figure 3. Automatic density estimation (a) left lung, supine versus prone and (b) right lung, supine versus prone.](image)

The non-uniform deformation aspects are further emphasized in Tab. 1. This table summarizes the correlation between the anterior, central and posterior regions of the lungs for supine and prone inspiration/expiration. As expected, there is a larger variation for the inspiration comparison, where it is expected that the non-linear deformation is more pronounced. A simple explanation for the lack of correlation with respect to the orientation of the patient could be the mismatch between slices from the supine and prone positions. The prone inspiration data consisted of slices at 3 cm intervals. For the supine inspiration data the slice distance was 1 cm. From these inspiration slices three were manually selected to match three expiration slices. There is no certainty that the prone and supine slices contain identical anatomical information. A more robust approach would be based on estimating a three dimensional density distribution from the inspiration data and match the supine and prone data and subsequently...
match the three expiration slices to these three dimensional density distributions.

Table 1. Regional correlation coefficients. S: supine, I: inspiration, P: prone, and E: expiration

<table>
<thead>
<tr>
<th>Scans</th>
<th>Correlation Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>SI-PI</td>
<td>Anterior 0.519 Central 0.605 Posterior 0.637</td>
</tr>
<tr>
<td>SE-PE</td>
<td>Anterior 0.592 Central 0.595 Posterior 0.610</td>
</tr>
</tbody>
</table>

3 Airway Tree Segmentation

Providing a non-invasive tool for 3D reconstruction of anatomical structures such as the bronchial tree from 2D and 3D data is a challenging task for computer vision in medical imaging [2]. The airway tree is a pipe structure starting from the end of the trachea and branching like a tree into the lungs. Often intensity inhomogeneity and partial volume effects make it difficult to identify small and finer details at the lower end of the tree. Once the airway tree has been extracted, quantitative analysis can be performed to evaluate tree structure and function which is important for examining physiologic and pathological conditions such as stenosis and tumors. In this section we present and discuss the results obtained using a gain-based 3D region growing approach for segmenting the airway tree. For a detailed discussion on the methodology we refer to [3].

3.1 Results and Discussion

Using volumetric HRCT lung data comprising 125 transversal scans, 256x256 in dimension, Fig. 4 shows the processing results using 2D slices representing the top, middle and lower section of the bronchial tree. The 3D algorithm successfully identifies the bronchus area. Fig. 4a shows part of the trachea, Fig. 4b shows the trachea before splitting and Fig. 4c shows the airways when the trachea has split.

Figure 4. 2D processing results showing original images and extracted bronchus area.

Fig. 5 shows the 3D visualization of a typical segmented airway tree from the top and side angle. The algorithm has been successful in identifying the branching and the structure of the airway tree to a high degree of accuracy.

Figure 5. Visualization of airway trees at \(T=53, G=50\%\), displaying (a) top view, (b) side view.
As part of the evaluation, the automated results were compared to the manually segmented tree and the effect of gain measure was quantified (see Fig. 6). The current evaluation methodology has a bias towards the initial levels in the airway tree as these contain relatively more pixels than the final levels of the tree. A level dependent evaluation is part of our future research directions. It should also be mentioned that the gain-based algorithm is not fail proof as it encounters the problem of leakage which affects all segmentations of the airway tree based on the region growing approach. Even though the heuristic gain was used in this case, it was not able to prevent leakage of the grow process into the lung parenchyma. The heuristic gain at best introduces an additional control facility in the extraction process and combined with other parameters such as explosion of volume and other features of the regions of interest [4], can help in achieving better segmentation results.

Currently, our research concentrates on the development of a modified approach, which uses extracted features like the length of the branch, angles between branches and radius of the bronchus. We also intend to undertake a more robust evaluation on a larger number of patient datasets. This should aid in developing a normal lung model by efficiently modelling the airway tree topology and classification of cancerous regions.

4 Conclusions

We have described an automatic approach for the segmentation of lung areas from CT slices. The approach is robust and correlates well with manual segmentation results. However, the subsequent experiments are not conclusive in answering the thesis if patient orientation affects lung density estimation. We have shown limited correlation between prone and supine density estimation. Limitations of the current approach in combination with possible solutions have been discussed.

The segmented bronchus area gives a measure of the volume of air in the lungs and can be subtracted from total lung volume to gauge a better estimate of volume of lung tissue. Accurate segmentation of the bronchus is also vital for applications like virtual bronchoscopy. We have segmented the airway tree using a heuristic gain measure in a 3D region growing approach. Our results show a close correlation with manual segmentation and establish the use of gain as a reliable measure. A comparison of information gain based unsupervised image segmentation and boundary detection with alternate techniques can be found in [5].
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Abstract
Past efforts on the automated processing on medical infrared images have typically focused on specialised applications like the detection of breast cancer. We propose the application of content-based image retrieval (CBIR) to thermal medical images. CBIR allows the retrieval of similar images based on features directly extracted from the image data. Hence, image retrieval for a thermal image that shows symptoms of a certain disease will provide visually similar cases which will usually also represent similarities in medical terms. The image features we propose for this purpose are a set of moment invariants of the grayscale thermal images.

Keywords: thermal medical imaging, content-based image retrieval, moment invariants.

1 Introduction
Image processing and pattern recognition techniques have been applied to infrared images for many years in astronomy and military applications for target recognition. Until recently, comparatively little effort has been expended in the automatic analysis of medical images. Several attempts have been made at automatic classification of thermal images, however all of them are specialised and hence restricted to a certain application e.g. the detection of breast cancer as in [1,2].

We propose the application of content-based image retrieval (CBIR) for medical infrared images as a generic approach for the automated processing of medical thermal images. CBIR allows the retrieval of relevant images based on a pre-defined similarity measure between image features. In terms of medical thermal imaging, images that are similar to a sample exhibiting symptoms of a certain disease or other disorder will be likely to show the same or similar manifestations of the disease. These known cases together with their medical reports will then provide a valuable asset for the diagnoses of the unknown case.

2 Thermal medical imaging
In recent years, there has been a resurgence of interest in the application of infrared thermal imaging in medicine due to improvements in camera technology and the promise of reduced costs [3]. Thermography captures the natural thermal radiation generated by an object at a temperature above absolute zero. The radiance from human skin is an exponential function of the surface temperature, which in turn is an indicator of the level of blood perfusion in the skin. Changes in blood perfusion may occur for a variety of reasons, such as inflammation, angiogenesis, and previous traumas. It is well known [4] that asymmetrical temperature distributions and hot and cold spots are strong indicators of an underlying dysfunction. Care is needed in interpreting thermograms since they are not specific and may reveal past traumas as well as current problems. It is non-invasive, radiation-free and complementary to anatomical investigations based on x-rays and three-dimensional scanning techniques such as CT and MRI and often reveals problems when the anatomy is otherwise normal. Computerised techniques of image processing and pattern recognition have been applied in acquiring and evaluating medical thermal images [5,6] which are important tools for clinical diagnostics.

3 Content-based image retrieval
Content-based image retrieval has been an active research area for more than a decade. The principal aim is to retrieve digital images based not on textual annotations but on features directly derived from the images data. These features are then stored alongside the image and server as an index. Retrieval is often performed in a query by example fashion where a query image is provided by the user. The image database is then searching through all images in order to find those with the most similar indices which are returned as the images most alike to the query image.
A large variety of features have been proposed in the CBIR literature [7]. However, in general they can be grouped into several categories: color features, texture features, shape features, sketch features, and spatial features. Often one or more feature types are combined in order to improve retrieval performance.

4 Content-based image retrieval for thermal medical images

We propose the use of CBIR for medical infrared images. One main advantage of using this concept is that it represents a generic approach to the automatic processing of such images. Rather than employing specialised techniques which will capture only one kind of disease or defect image retrieval when supported by a sufficiently large medical image database of both ‘good’ and ‘bad’ examples will provide those cases that are most similar to a given one. The query by example method is perfectly suited for this task with the thermal image of an ‘unknown’ case as the query image.

The features we propose to store as an index for each thermal image are invariant combinations of the moments of an image. Two-dimensional Cartesian moments \( m_{pq} \) of order \( p+q \), of a density distribution function \( f(x,y) \), are defined as

\[
m_{pq} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x^p y^q f(x,y) \, dx \, dy
\]  

(1)

In terms of a digital image \( g(x,y) \) of size \( N \times M \) the calculation of \( m_{pq} \) becomes discretised and the integrals are hence being replaced by sums leading to

\[
m_{pq} = \sum_{y=0}^{M-1} \sum_{x=0}^{N-1} x^p y^q g(x,y)
\]  

(2)

Rather than \( m_{pq} \) often centralised moments

\[
\mu_{pq} = \sum_{y=0}^{M-1} \sum_{x=0}^{N-1} (x-x_{\bar{m}})(y-y_{\bar{m}})^q g(x,y)
\]  

(3)

with

\[
x = \frac{m_{00}}{m_{10}} \quad \quad y = \frac{m_{01}}{m_{00}}
\]  

(4)

It is well known that a small number of moments can characterise an image fairly well, it is equally known that moments can be used to reconstruct the original image [8]. Affine moment invariants which are independent of common operations such as scaling, translation, rotation and skew can be derived from centralised moments as [9]

\[
\begin{align*}
I_1 &= (\mu_{20} \mu_{02} - \mu_{11}^2)/\mu_{00}^4 \\
I_2 &= (\mu_{30}^2 - 6\mu_{30}\mu_{12}\mu_{12} + 4\mu_{30}\mu_{12}^2 + 4\mu_{30}^2\mu_{01} - 3\mu_{01}^2\mu_{12}^2)/\mu_{00}^5 \\
I_3 &= (\mu_{20}\mu_{21}\mu_{12} - \mu_{11}(\mu_{30}\mu_{12} - \mu_{21}\mu_{12}) + \mu_{02}(\mu_{30}\mu_{12} - \mu_{21}^2))/\mu_{00}^6 \\
I_4 &= (\mu_{30}\mu_{21} - 6\mu_{20}\mu_{11}\mu_{12}\mu_{03} - 6\mu_{20}\mu_{02}\mu_{11}\mu_{12} + 4\mu_{20}\mu_{02}\mu_{12}^2 + 9\mu_{20}\mu_{02}\mu_{21}\mu_{03} + 12\mu_{20}\mu_{11}\mu_{12}\mu_{03} + 6\mu_{20}\mu_{11}\mu_{02}\mu_{30}\mu_{03} - 18\mu_{20}\mu_{11}\mu_{02}\mu_{21}\mu_{12} - 8\mu_{20}\mu_{11}\mu_{02}\mu_{30}\mu_{12} + 9\mu_{20}\mu_{12}\mu_{21}\mu_{12} + 12\mu_{20}\mu_{12}\mu_{02}\mu_{30}\mu_{12} - 6\mu_{20}\mu_{12}\mu_{02}\mu_{21}\mu_{12} + 6\mu_{20}\mu_{12}\mu_{02}\mu_{30}\mu_{21} + 6\mu_{20}\mu_{12}\mu_{02}\mu_{21}\mu_{21} + \mu_{12}\mu_{21}\mu_{12}))/\mu_{00}^{11}
\end{align*}
\]  

(5)

Each thermal image is thus characterised by its four moment invariants. Image retrieval is performed by finding those images whose moments are closest to the ones calculated for a given query image. As a similarity metric (or rather distance measure) we use the Mahalanobis norm which takes into account different magnitudes of different components. The Mahalanobis distance between two moment invariant vectors \( V_1 \) and \( V_2 \) describing two thermal medical images \( I_1 \) and \( I_2 \) is defined as

\[
d(I_1, I_2) = \sqrt{(V_1 - V_2)^T C^{-1}(V_1 - V_2)}
\]  

(6)

where \( T \) denotes a transpose and \( C \) is the covariance matrix of the distribution of all \( V_s \).
Ammer suggested, following a visiting fellowship at the University of Glamorgan [10], a number of standard views of patients. Clearly, the similarity would be defined as zero for comparisons between different views.

5 Experimental results

Figure 1 shows three thermal images of hands (in pseudocolour). The two pictures on the left are of healthy individuals while the hand on the right belongs to a sick person. We calculated the moment invariants for all three and the distances between the corresponding feature vectors. The distance between the two healthy individuals is 1.36 (despite the shift in position) while the distances between the healthy people and the sick person are 6.16 and 7.37 respectively thus confirming that the features introduced provide a promising avenue for exploring thermal medical images.

![Figure 1. Thermal images of two healthy and one sick person.](image)

6 Conclusions

We have proposed the application of content-based image retrieval to the domain of medical thermal images. Thermal images are characterised by a set of seven moment invariants; retrieval is performed by returning those images whose features are closest to the ones of a given query image.

Work is currently underway on building a database of medical thermal images comprising both images of ‘normal’ people [10] and cases of known symptoms of diseases which will enable to quantify retrieval results and evaluate future techniques.
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1 Introduction

Although segmentation and registration are usually considered separately in medical image analysis, they can benefit a great deal from each other. Until recently, little research has been done to simultaneously estimate the segmentation and registration problems in a single framework to make the two problems’ solutions facilitate each other. Yezzi [1] and Wyatt [2] used a number of methods for interleaving segmentation and registration, but both methods have limitations. In this paper, we present a novel maximum a posteriori (MAP) model for simultaneous segmentation and registration (SSR) and applied it on brain MR images.

2 Method

We have two images $I$ and $J$, and we assume $J$ corresponds to some unknown geometric transformation of reference image $I$. “Segmentation”, or the labelling of each pixel to one tissue type can be regarded as a model of the underlying anatomy. $I$ and $J$ can be interpreted as a realization of a random process that corrupts the “Segmentation”, e.g. by Gaussian noise. The problem can be formulated as follows: given image $I$ and $J$, we wish to simultaneously estimate the label fields $f$ of the images and recover the geometric transformation $T$ that registers the two images. The MAP estimation is to find $f$ and $T$ to maximize $P(f, T | I, J)$.

2.1 Hidden vector field

We assume that there are $M$ regions; discrete label $f(\vec{r})$ indicates to which region pixel $\vec{r} = (x_r, y_r)$ belongs. As noted above, the relationship between an image and its segmentation can be defined in terms of a Gaussian noise distribution: $P(I | J) = \prod_{\vec{r} \in \Omega} v_{f(\vec{r})}(I(\vec{r}))$, where $\Omega$ is the lattice of sites of $I$ and each $M$-vector $\vec{v}(\vec{r})$ is defined by: $v_k(\vec{r}) = \sqrt{2}\exp[-\gamma |I(\vec{r}) - \bar{\theta}_k|^2]$. Here, $\gamma$ and $\bar{\theta}$ are image parameters that depend on the noise variance and mean intensity value of each class. One can find the optimal estimate for $f$ by applying a classical MRF model and Bayesian MAP estimation [3].

Marroquin [4] proposed a different probabilistic model for the generation of label field to overcome the difficulties with classical MRF models like sensitive to noise and initialisation. Instead of the conventional 1-step procedure, he proposed a 2-step probabilistic model, with an additional hidden Markov random vector field $p$: each vector $\vec{p}(\vec{r})$ indicates the probability the pixel $\vec{r}$ belongs to one of the regions given the intensity of that pixel, and it takes values on the $M$-vertex simplex $S_M$: $S_M = \{ \vec{u} \in R^M : \sum_{k=1}^M u_k = 1, u_k \geq 0, k = 1, ..., M \}$ . Then, the optimal estimate for $f$ can be calculated from $p$.

2.2 General framework

We incorporate the Markov random vector field $p$ into our framework. To obtain the optimal estimator $f^*$ for the label field and $T^*$ for transformation, we follow the steps:

1. Find the MAP estimators $p^*, T^*$ for $p, T$: $p^*, T^* = \arg \max_{p \in S_M, T} P(p, T | I, J)$
2. Determine $f^*(\vec{r}) = \arg \max_{f(\vec{r})} P(f | p = p^*, I) = \arg \max_k p^*_k(\vec{r})$

The first step itself is a 2-step procedure, in which the best $T$ is found given the current estimate for $p$, then the best estimate for $p$ is found, given the current estimate for transformation $T$:

1. Find an initial estimate $\bar{p}$ for $p$ by individual segmentation;
2. Repeat until convergence or often enough:
   (a): Set $\bar{T} = \arg \max_T P(T | \bar{p}, I, J)$
   (b): Set $\bar{p} = \arg \max_p P(p | \bar{T}, I, J)$

We now analyze step (a). We consider image $I$ to be the reference image, transformation $T$ to be a spatial mapping from $I$ to $J$. Using Bayes’ rule, we have: $P(T | \bar{p}, I, J) \propto P(\bar{p})P(J | \bar{p}, T)P(T)$. 

In order to maintain spatial coherence and smoothness, the transformation $T(\bar{r})$ may be required to be similar to its value at the spatial neighbors. We assume a Gibbs distribution on the expected deformations: $P(T) = \exp(-E(T))$, where $E(T)$ is $T$ in the form of an energy. The likelihood of the observations can be rewritten: $P(J | \bar{p}, T) = \prod_{\bar{r} \in \Omega_I} P(J(\bar{T}(\bar{r})))$. For a Gaussian noise distribution, we have:

$$p(J(T(\bar{T}))) = \sum_{k=1}^{M} w_k(T(\bar{T})) \bar{p}_k(\bar{T}) = \bar{w}(T(\bar{T})) \cdot \tilde{p}(\bar{T}) .$$

where $w_k(T(\bar{T})) = \sqrt{\frac{1}{2\pi\lambda}}\exp\left(-\frac{|\bar{T}(\bar{r}) - \bar{p}_k|}{2\lambda}\right)$. Finally we get: $P(T | \bar{p}, I, J) \propto \exp[-U(T)]$ . where $U(T) = -\sum_{\bar{r} \in \Omega_I} \log(\bar{w}(T(\bar{T})) \cdot \bar{p}(\bar{T})) + E(T)$ . Step (a) is equivalent to minimizing of $U(T)$.

For step (b): $P(p | \bar{T}, I, J) \propto P(I | p)P(J | p, \bar{T})P(p)$ . Since $p$ is Markovian, $P(p)$ can be expressed as $P(p) = \exp(-V(p))$ , where, for example, $V_{2D}(\bar{p}(\bar{T}), \bar{p}(\bar{s})) = \lambda|\bar{p}(\bar{T}) - \bar{p}(\bar{s})|^2 = \lambda \sum_{k=1}^{M} (p_k(\bar{T}) - p_k(\bar{s}))^2$ . where $\lambda$ is a positive parameter, and $< \bar{r}, \bar{s} >=$ are neighboring sites in $\Omega_I$.

So, we get: $P(p | \bar{T}, I, J) \propto \exp[-U(p)]$ . with $U(p) = -\sum_{\bar{r} \in \Omega_I} \log(\bar{w}(\bar{T})) \cdot \bar{p}(\bar{T})) - \sum_{\bar{r} \in \Omega_D} \log(\bar{w}(T(\bar{T})) \cdot \bar{p}(\bar{T})) + \sum_{C} V_C(p)$ .

Step (b) is then equivalent to minimizing of energy $U(p)$, we use iterative gradient descent method for optimization of both $T$ and $p$. Here, $\bar{p}(\bar{T})$ must be projected back into $S_M$.

2.3 The representation of transformation

For the case where $T$ is a rigid transformation, we represent it by a rotation matrix $A$ and a translation vector $\bar{c}$: $T(\bar{r}) = A\bar{r} \bar{c}$. In two dimensions, the rotation matrix $A$ depends upon a single angle $\alpha$. Since for a rigid registration, all the pixels undergo the same transformation, it is sufficiently smooth for $E(T)$ to be dropped, so we can set it to zero. By minimizing $U(T)$, we get parameters $\alpha, \bar{c}$ to represent $T$.

For non-rigid transformation, we represent $T$ using a combination of a global transformation and a local transformation: $T = T_{global} + T_{local}$ . The global transformation is represented by a rigid transformation, while for and the local transformation, we use a B-spline based FFD model [5].

For $T_{global}$, the $E(T)$ can be dropped, and for $T_{local}$, we may use a 5 pixels neighborhood clique $C$: $E(T) = \sum_{C} V_C(T)$ where

$$\sum_{C} V_C(T(\bar{T})) = 2(T(x_r, y_r + 1) + T(x_r + 1, y_r) - T(x_r - 1, y_r + 1))^2 + (T(x_r - 1, y_r) + T(x_r + 1, y_r) - 2T(x_r, y_r))^2 + (T(x_r, y_r - 1) + T(x_r, y_r + 1) - 2T(x_r, y_r))^2 .$$

3 Results

In this section, we use brain MR images to illustrate the performance of our approach of simultaneous segmentation and registration presented above.

In order to compare the algorithms, we need to establish a performance index, which should be objective and quantitative. We propose the following performance index $\xi$: $\xi_k = \frac{\sqrt{V_{GP_k}}}{V_{PA} + \sqrt{V_{GP_k}}}$ where $V_{GP_k}$ denotes the total
Our initial experiments are on brain MR images provided by Brainweb [6]. We segment the images into 3 tissue classes in the brain: cerebrospinal fluid (CSF), gray matter (GM), and white matter (WM). Our first experiment is on images with known rigid transformation between them. We make a transformation on zero noise brain image with 5.00 degree rotation and 11.0 pixels translations in both directions. Various amount of zero-mean Gaussian white noise are independently added to the original and transformed images to produce the observed images \( I \) and \( J \). The test images, together with their single and SSR results are shown in Fig. 1. We compare these two results with our performance index: as can be seen from Table 1, in each tissue class, the performance index of SSR is always higher than that of the single segmentation. The recovered transformation is 5.03 degree and the translations in two direction are 10.7 and 10.4 pixels.

Our second experiment is on images with an unknown non-rigid transformation: we take two different slices of brain MRI as \( I \) and \( J \); the image experimental results are shown in Fig. 2. We can see from the performance index in Table 2 that the SSR gives more correct classification for pixels in each class than the single segmentation. The recovered transformation is represented by transforming the floating image into the reference image domain, since no real transformation ground truth can be provided here, we can only get a visually qualitative impression of our registration result. We aim to study how to evaluate non-rigid registration methods later.

<table>
<thead>
<tr>
<th>tissue class</th>
<th>CSF</th>
<th>GM</th>
<th>WM</th>
</tr>
</thead>
<tbody>
<tr>
<td>single</td>
<td>0.893</td>
<td>0.869</td>
<td>0.930</td>
</tr>
<tr>
<td>SSR</td>
<td>0.894</td>
<td>0.874</td>
<td>0.937</td>
</tr>
</tbody>
</table>

**Table 1.** performance index comparison between single and SSR segmentation for experiment 1

<table>
<thead>
<tr>
<th>tissue class</th>
<th>CSF</th>
<th>GM</th>
<th>WM</th>
</tr>
</thead>
<tbody>
<tr>
<td>single</td>
<td>0.882</td>
<td>0.888</td>
<td>0.939</td>
</tr>
<tr>
<td>SSR</td>
<td>0.890</td>
<td>0.892</td>
<td>0.942</td>
</tr>
</tbody>
</table>

**Table 2.** performance index comparison between single and SSR segmentation for experiment 2
4 Discussion

In this paper, we have developed a framework to achieve simultaneously segmentation and registration to make the two problems’ solutions facilitate each other. We use a hidden Markov measure vector field to make the interactions between these two problems possible. It is used for segmentation step to label each pixel with highest probability of certain tissue type and for registration step to act as a key element in similarity measure. For reason of space, we have only illustrated this framework to brain MR images for both rigid and non-rigid registration cases, with promising results for both segmentation and registration: the segmentation results achieved by fusion of the images performs better than the segmentation results got from single image, meanwhile, using the segmentation results also produces a good registration.
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Registration of Tomographic Images of the Optic Disc
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Abstract. Glaucoma is a degenerative disease of the eye, and the largest cause of blindness in the industrialised world. It is typically associated with raised Intra-Ocular Pressure (IOP). The Heidelberg Retina Tomograph (HRT) is an imaging device capable of accurately measuring the depth of the retinal surface in the posterior half of the eye. HRT images of glaucomatous eyes typically show degeneration of the retina in an area called the optic disk, where the optic nerve leaves the eye. The degeneration tends to get worse as IOP increases and the disease progresses. This paper describes a technique for registering multiple HRT images of the same subject at different levels of IOP, taken during experiments to simulate glaucoma. The resulting fully registered images are currently being used to study the underlying aetiology of glaucoma.

1 Introduction

Glaucoma is a degenerative disease of the eye. Symptoms typically begin with some loss of peripheral vision – the patient can no longer see ‘out of the corner of the eye’. Over a period of years the size of this visual defect gradually increases, often resulting in total blindness. Glaucoma currently affects roughly 150 000 people in Australia (0.75% of the population), but this figure is predicted to exceed 300 000 by 2030, with similar rates in other industrialised countries [1]. Although the clinical manifestation is well known, the underlying causes of glaucoma are less well understood. Consequently, there is an urgent need to understand the aetiology of the condition so that better prevention, detection and treatment methods can be devised.

Figure 1 shows the retinal surface at the optic disk or ‘blind spot’. In this area blood vessels and nerves from the retina come together and pass through a mesh of connective tissue called the lamina cribrosa to form the optic nerve. The result is an obvious depression of the internal surface of the retina – a feature called the optic disc. One of the main clinical signs of glaucoma is an abnormally high Intra-Ocular Pressure (IOP) exerted by the fluid (vitreous humor) within the eye. Several researchers have suggested that high IOP somehow affects the nerve fibres and/or blood vessels as they pass through the lamina cribrosa (see [2] for a review). This leads to gradual nerve death and hence loss of vision. As the nerves die, the optic disc becomes greatly enlarged. Unfortunately, the exact details of the process are poorly understood.

The goal of this work is to study the effects of changing IOP on the retina, using image-processing techniques to examine the retinal surface at the optic disk [3]. As a first step towards this goal, this paper describes the method used to register images of the optic disk taken at various levels of artificially raised or lowered IOP. Section 2 describes the image acquisition method. Section 3 describes the registration method. Section 4 describes some experimental work using these methods. Finally, Section 5 draws some conclusions.

2 Retinal Tomography

The Heidelberg Retina Tomograph (HRT) is a confocal laser-scanning microscope designed to acquire depth images of the internal surface of the eye via the pupil [4]. The result is a two-dimensional matrix of depth measurements that are reproducible to within 20 microns. This topography image consists of 256×256 individual depth measurements that are absolutely scaled for the individual eye. Figure 1 (LHS) shows a typical topography image of the optic disc of a normal rabbit eye. Pixel intensity is a measure of surface depth, such that white pixels are deeper than black pixels. The corresponding surface plot is also shown (RHS).

The main clinical use of the HRT is in routine monitoring of the glaucomatous eye. However, researchers are using the HRT to describe topographic changes in the retina caused by increasing or decreasing the IOP under laboratory conditions [5]. The first step in analysing the data from this work is image registration. The HRT is shipped with software intended for use by clinicians to analyse human retinal images. However, in laboratory work with non-human subjects this software was often unable to register images. Initially this was thought to be partly due to the large changes seen in the images, and partly because the optic disc of the rabbit has a different structure from its human equivalent. It was therefore necessary to develop an alternative registration method to support the laboratory work. The fundamental assumption when registering clinical HRT images is that features in the peripheral part of the image do not change. In other words, while the optic disc may be deforming under pressure, the surface in the peripapillary region is unchanged. However, as the experimental work described in Section 4 revealed, this is not the case.

---
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3 Registration Method

Prior to registration each image is filtered with a difference of Gaussians. A small Gaussian mask eliminates high-frequency changes such as noise. A large mask eliminates low-frequency changes such as depth gradients across the image due to tilting of the eye relative to the HRT. A difference of large and small Gaussians acts as a band-pass filter, producing an image in which noise is suppressed while edges are highlighted. This helps to prevent the registration algorithm from becoming trapped in local minima. Given an image containing 256-by-256 pixels, a suitable pair of Gaussian kernels span 7 and 13 pixels respectively, and cover ±2 standard deviations.

After pre-processing, a set of circular reference rings is selected from the peripapillary region of the reference image by the user specifying the centre of the optic disc, and inner and outer ring radii (see Figure 1 LHS). Each reference ring represents a profile or ‘signature’ of the retinal surface extending 360° around the optic disc as shown in Figure 2 (solid lines). The corresponding signatures from the unregistered image (dashed lines) are aligned with the reference image by transforming the rings using a method suggested by Ivins et al [6]. The state of the unregistered image can then be described by just a few parameters, such as translation and rotation, which control the configuration of the rings in the image. The parameters of the transformation are varied to minimise differences between the retinal signatures from the reference image, and the equivalent signatures from the unregistered image. This is achieved using a non-linear least-squares minimization algorithm. The expected motion determines the choice of parameters used to construct the model.

The most important change between images is that due to experimental manipulation of the IOP. Obviously, this change must not be affected by registration. In addition, the following sources of change occur in the experiments. Note that movements of the HRT device are equivalent to movements of the eye in terms of their effects on the retinal images.

1. Translation of the eye in three dimensions. This results in horizontal and vertical displacements of the image, which can be corrected using image translation. Translation in the image plane does not affect depth values. However, translation of the eye orthogonal to the image plane affects depth values throughout the image. The HRT produces images that are absolutely scaled, but it is still necessary to adjust the mean depth of each unregistered image. This type of translation will also produce scaling in the image plane.

Figure 1. (LHS) HRT data of a normal rabbit eye shown as an image. Note the reference rings, which are the basis of the registration method. (RHS) The same data shown as a surface map.

Figure 2. Retinal signatures around reference rings.
2. Rotation of the eye in three dimensions. The result is a combination of rotation in the image plane, which does not affect depth values, and shearing of the image with corresponding changes in depth. Depth values increase in some parts of the image and decrease in others.

3. Changes to the focal settings of the HRT. These can be ignored if the machine parameter is not altered during an experiment.

3.1 Non-Linear Least-Squares Minimization

If the registration method is to avoid over fitting the changes with too many parameters then the components must be approximated by just a few degrees of freedom. An affine transformation is sufficient to model the positional changes seen in the images. The transformation includes translation, rotation, scaling and two kinds of shearing (deformation). However, it does not affect the image depth values in any way, so a separate correction must be applied afterwards.\(^2\) A point \((x, y)\) in the original reference ring is warped to produce an equivalent point in an unregistered image by translation \((t_x, t_y)\), and an affine matrix \(A\):

\[
\begin{pmatrix}
  x \\
  y
\end{pmatrix}
\rightarrow
\begin{pmatrix}
  1 + a_{xx} & a_{xy} \\
  a_{yx} & 1 + a_{yy}
\end{pmatrix}
\begin{pmatrix}
  x - c_x \\
  y - c_y
\end{pmatrix}
+ 
\begin{pmatrix}
  t_x + c_x \\
  t_y + c_y
\end{pmatrix}
\]

where \(c_x, c_y\) is \(\frac{1}{M} \sum x \) and \(\frac{1}{M} \sum y \).

During this transformation, the centroid \((c_x, c_y)\) of the model (computed from the co-ordinates of the M samples in the profiles) must coincide with the origin of the co-ordinate system. It is therefore necessary to subtract the centroid before transforming the rings, and add it on afterwards.

The combined parameters \(p = (p_1, p_2, \ldots, p_N)\) of the model (where \(N = 6\)) are iteratively adjusted to find the optimal registration between the rings in the unregistered image and those from the reference image. This is achieved using a non-linear least-squares minimization algorithm. A discrete error function \(E(p)\) is minimized which is a sum of squares:

\[
E(p) = \frac{1}{2} \sum e_i(p)^2 \text{ where } e_i(p) = \left(I_i(s_i) - I_i(s_i) - I_i(\phi(s_i, p))\right)
\]

The co-ordinates \(s_i\) from the rings in the unregistered image \(I_i\) are warped by some function \(\phi(p)\) to produce equivalent co-ordinates \(s_i\) in the reference image \(I_i\). The \(M\) measurements \(e_i\) are the intensity differences at corresponding co-ordinates along the two reference rings.

Finally, after applying the affine transformation the depth of the newly registered image is brought into alignment with the reference image using a linear least-squares method to compute a constant offset and two first-order gradient parameters. (In the experimental work these were found to be very small).

Despite the complexity implied by using a non-linear method, certain characteristics of the least-squares problem can be exploited to improve efficiency. In particular, the gradient and Hessian matrices (which must be calculated repeatedly) have special structures. If the \(M\)-by-\(N\) Jacobian matrix of the residual \(e(p)\) is denoted as \(J(p)\) then the gradient \(\nabla e(p)\) and the Hessian \(H(p)\) of \(e(p)\) are defined as:

\[
\nabla e(p) = J(p)^T e(p) \quad H(p) = J(p)^T J(p) + Q(p)
\]

The Hessian matrix has the property that when the residual tends to zero, then as \(p\) approaches the solution, the second-order term \(Q(p)\) also tends to zero. This fact can be exploited to minimize the least-squares error using the Levenberg-Marquardt method, an implementation of which is included in the MatLab Optimisation Toolbox [7]. The minimization problem is solved most efficiently if a function is provided to compute the partial second derivatives of the residual (the Jacobians). Given co-ordinates \(s_i\) from reference rings in an image \(I_i\) and co-ordinates \(s_i = \phi(s_i, p)\) from the rings in an unregistered image \(I_i\) the error between the two is defined as:

\[
E = \frac{1}{2} \sum e_i(p) \quad \text{where } e_i(p) = I_i(s_i) - I_i(s_i)
\]

The partial derivatives are as follows:

\[
\frac{\partial E}{\partial p} = \sum e_i(p) \frac{\partial e_i}{\partial p} = \sum e_i(p) \frac{\partial e_i}{\partial s_i} \frac{\partial s_i}{\partial p} = \sum e_i(p) \nabla I_i(s_i) \frac{\partial \phi}{\partial p}
\]

Values for the residual \(e_i(p)\) are easily computed by subtracting the appropriate image intensities. The image gradient \(\nabla I_i\) at co-ordinates \(s_i\) is found using finite differences and bi-cubic interpolation. The final term in the summation gives the position dependence of the rings on the transformation parameters. Appropriate formulæ for these partial derivatives must be obtained explicitly. There are six partial derivatives for each co-ordinate (one for each parameter), but fortunately the values of these derivatives are easy to compute.

\(^2\) Originally the intention was to use a 3-D model with three translation and three rotation parameters. However, band-pass filtering obliterates the depth information necessary for this approach. Unfortunately the band-pass filtering is essential for the minimisation algorithm, which would otherwise be distracted by local minima.
4 Experimental Work

The registration method was implemented using MatLab. To register a 256-by-256 pixel image takes 3–5 seconds on an unremarkable PC (a Celeron 450 processor with 128MB of RAM running Windows 2000). The method is currently being used to study the deformation of the lamina cribrosa in artificially induced glaucoma. **Aim.** The aim of the experiment was to study the biomechanics of the optic disk in glaucoma. **Method.** Six rabbits had IOP artificially increased to provide a sequence of known pressure gradients across the lamina cribrosa. At each pressure gradient, an image centred on the disk with a 15° field of view was obtained using the HRT. The registration algorithm described in this paper was used to register the images and hence make movies of the retinas as IOP increased. **Results.** Figure 3 shows some typical registered images obtained from one subject at different IOP levels. The corresponding movies reveal that there are major changes in the retinal surface due to pressure, not only in the optic disk, but also in the peripapillary region [8]. This makes registering the images difficult, because there is no point on the retinal surface that is consistently unaffected by altering the pressure gradient. This may explain why off-the-shelf software failed to register the images. **Conclusion.** The assumption, that there is an area of the retina that does not change when the pressure gradient over the lamina changes is false in rabbit eyes. This implies that image processing techniques that assume an unchanging peripapillary region must be used with caution when attempting to measure changes in images obtained with HRT. It is an open question whether this finding is also true in human eyes.

![Figure 3](image-url). A registered image sequence of the optic disc (light pixels are deeper than dark ones). Note the effects of increasing pressure (from left to right). The gray borders are due to the registration method.

5 Conclusions

The registration method described in this paper is based on a low parameter model driven by non-linear least squares minimization, giving it two main advantages over existing HRT registration software. First, the method can be used to register images even when there are obvious changes in the peripapillary region. Second, different mathematical models of image registration can be ‘plugged in’ to the software with ease – for example, to replace the affine transformation with a more (or less) sophisticated one.
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1 Introduction

Serial imaging is increasingly important in dementia: for diagnosis, for monitoring disease progression and for measuring drug modification effects in clinical trials and treatment management. Longitudinal measures, e.g. atrophy quantification, are especially sensitive to scan quality. One common scan artifact is intensity inhomogeneity (bias): a slowly changing, smooth spatial variation in signal intensity within the scan. This artifact may, for example, result in tissue in one part of the brain having a systematically lower signal intensity than similar tissue in another part of the brain. This effect can be in the order of 20%. There are several causes of intensity inhomogeneity: inhomogeneity of the magnetic field, $B_0$, of the MR system; inhomogeneity of the radiofrequency (RF) pulse generated by the oscillating secondary magnetic field, $B_1$, or non-uniform sensitivity of the receiver coils used to detect the MR signal. Intensity inhomogeneity creates several problems for subsequent image processing. Segmentation of an image into its constituent tissue types becomes more difficult - especially for automated, intensity thresholding based techniques. In particular, differences between the bias fields of the longitudinal image pair confound longitudinal image processing techniques: registrations, especially non-linear, may be affected, and intensity based quantification techniques will be impaired. Figure 1 illustrates the impact of differential bias on a well known intensity based atrophy measure, the Brain Boundary Shift Integral (BBSI) [1].

![Figure 1](image_url)

**Figure 1.** Idealised intensity profiles in one dimension of a longitudinal scan pair across a csf - brain boundary for (a) the case where there is negligible differential intensity inhomogeneity and (b) the case where there is significant differential bias.

Figure 1(a) illustrates the idealised intensity profile in 1d across a cerebrospinal fluid to brain boundary where $\Delta x$ represents the distance moved by an anatomical point, the boundary shift and is given in Eq. 1 thus:

$$\Delta x \approx \frac{A}{W}$$

where $A$ is the clipped boundary volume and $W$ is the selected intensity window which should be contained within the intensity transition of the boundary.

The BBSI approximates the volume of atrophy in 3D as the total boundary shift as in Eq. 2.

*Email: elewis@dementia.ion.ucl.ac.uk*
\[ BBSI = \sum_{\text{boundary}} \left[ \frac{K}{(I_2 - I_1)} \left[ \text{clip}(u_b(x), I_2, I_1) - \text{clip}(u_r(x), I_2, I_1) \right] \right] \]  

(2)

where \( \text{clip}(a(x), I_1, I_2) = I_2 \) if \( a(x) > I_2 \), \( \text{clip}(a(x), I_1, I_2) = a(x) \) if \( I_1 < a(x) < I_2 \) and \( \text{clip}(a(x), I_1, I_2) = I_1 \) if \( a(x) < I_1 \) and \( K = \) voxel volume.

Figure 1(b) illustrates the same profile for the case where there is a significant differential bias between the longitudinal scans. It can be seen that the BBSI calculated from Eq. 2 will not give an accurate representation of atrophy.

Current bias correction techniques are either modified acquisition protocols or post-processing techniques and correct absolute bias on single scans. Modified acquisition protocols include scanning the object twice using two different coils [2], and measuring the RF field during the scan [3]. Post-processing techniques include modelling intensity variation in regions of assumed homogeneity provided by tissue type segmentations [4]. More sophisticated techniques combine segmentation and intensity correction in a single algorithm e.g. [5]. The most commonly used bias correction technique, N3 [6], obtains the spline based bias field by iteratively sharpening the joint intensity histogram. However, modified acquisition protocols result in lengthened scan acquisition times, and cannot be used for retrospective correction, while current post-processing techniques assume models for tissue-type or bias field, or assume frequency domain separability of anatomy and bias.

The technique described here corrects differential bias on an image pair to improve measurement of pathological change from longitudinal scans, thereby avoiding the need for the assumptions required when correcting absolute bias. It identifies the differential bias field by applying simple filters to the longitudinal pair’s difference image, which consists of differential bias, anatomical change (e.g. atrophy), registration error and noise, to obtain the relatively large scale differential bias field which is then used to correct the longitudinal scan pair for subsequent image processing.

2 Methods

2.1 Theory

Baseline and repeat brain regions are initially segmented using a semi-automated technique. The repeat image is then rigidly registered, with rescaling, to the baseline image and resliced, and the repeat brain region resliced using the same transformation. Intensities are normalised to the mean intensity of the interior brain region. Image formation is modelled with a multiplicative bias field and additive white Gaussian noise. Calculating the difference image of the log-transformed baseline and repeat images gives Eq. 3:

\[ \log(v_b(x)) - \log(v_r(x)) = \log(b_b(x)/b_r(x)) + \log(u_b(x)) - \log(u_r(x)) + n'(x) \]  

(3)

where \( v_b(x) \) and \( v_r(x) \) are the measured signal in the baseline and repeat images respectively, \( u_b(x) \) and \( u_r(x) \) are the true signal in the baseline and repeat images, \( b_b(x) \) and \( b_r(x) \) are the bias fields in the baseline and repeat images and \( n'(x) \) is approximately white Gaussian noise (modified by signal and bias). The term \( \log(u_b(x)) - \log(u_r(x)) \), consists of anatomical change, i.e. atrophy, and registration error. Since the images are intra-subject, longitudinal scans then registration error should be small, and assuming that there have been no regional changes to the intensity of grey or white matter, this term will have relatively small scale structure. The noise term will similarly be of small scale structure. The term \( \log(b_b(x)/b_r(x)) \) represents the differential bias field; this is of relatively large scale structure [6]. A median filter is then applied to Eq. 3. The median filter removes Gaussian noise [7] and erases structure of size less than half that of the kernel [8] which should result in atrophy and registration error being removed by the filter, to leave the differential bias field. A kernel of 11x11x11 voxels was used since on visual inspection this appeared to optimally extract the differential bias field from the difference image. The repeat image is then corrected with the differential bias field, to give a new image pair with no differential bias field, but with the same absolute bias across both images.

Substituting these bias corrected images into Eq. 2 gives:

\[ BBSI = \sum_{\text{boundary}} \left[ \frac{K}{(J_2 - J_1)} \left[ \text{clip}(v_b(x), J_2, J_1) - \text{clip}(v_r(x)b_1(x)/b_2(x), J_2, J_1) \right] \right] \]  

(4)
Eq. 4 is easily shown to be equivalent to calculating the BBSI using the true signal over a moving window given by limits \( J_1 = I_1/b_1(x) \) and \( J_2 = I_2/b_1(x) \). Given that the maximum bias is in the order of 20\%, this window should lie within the boundary transition and hence give an accurate estimate of atrophy.

2.2 Application

A dataset (full set) of 280 longitudinal T1 weighted volumetric MR scan pairs (256x256 matrix, 124 slices, voxel size 1x1x1.5mm\(^3\)) were acquired of patients with Alzheimer’s disease with a mean scan interval of one year. These longitudinal pairs were visually inspected by an expert for differential bias and a subset (bias set) of 19 pairs with significant differential bias were selected. The BBSI was calculated for each longitudinal scan pair. The differential bias correction technique (dbc) was then applied to each scan pair and the BBSI recalculated. The mean and standard deviation of the uncorrected and corrected BBSIs were then compared.

3 Results

Figures 2(a) and 2(b) show coronal slices from baseline and repeat images with significant differential bias. Figures 2(d) and 2(e) show the same coronal slices from baseline and repeat images corrected using dbc. Difference images between baseline and repeat images are given in Figures 2(c) and 2(f) for the original and dbc-corrected image pairs respectively. The pre and post dbc difference images show that dbc has removed the differential bias: note that the intensity gradient, particularly noticeable in the cerebellum, has been removed, while the real signal around the ventricles due to the ventricles expanding has been preserved.

![Figure 2](image_url)

Applying dbc significantly reduced the variance in the atrophy measurement of the bias set by \( \sim 50\% (p < 0.0001) \) with a small reduction in the mean. This reduction in sd is also seen in the full set. The sd in the bias set is larger than in the full set because differential bias adds noise to the atrophy measurement.
<table>
<thead>
<tr>
<th></th>
<th>Bias set BBSI mean(standard deviation)</th>
<th>Full set BBSI mean(standard deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>non-dbc</td>
<td>13.7 (31.1)</td>
<td>20.1(19.4)</td>
</tr>
<tr>
<td>dbc</td>
<td>13.4 (20.5)</td>
<td>17.9(15.0)</td>
</tr>
</tbody>
</table>

**Table 1.** Mean and standard deviation of BBSI atrophy measure for full set (280 image pairs) and bias subset (19 image pairs) before and after dbc

### 4 Discussion

Longitudinal quantification techniques of serial MRI are increasingly important in neurological research and clinical trials. These measurements are significantly and materially impaired by differential bias. The technique presented here provides a non-parametric and non-iterative method for calculating differential intensity inhomogeneity. It makes no assumptions about tissue models or bias field models, which are generally necessary for the calculation of absolute bias. It assumes only that the inhomogeneity field is relatively large scale in comparison to registration error, atrophy and noise.

Applying dbc to real longitudinal scans with significant differential bias removes differential bias between longitudinal scans thereby significantly reducing the variance in measurement of atrophy. Post-dbc atrophy measures therefore lead to reduced error in the assessment of longitudinal change, enabling better diagnosis, disease monitoring and measurement of therapeutic effects in serial MRI studies.

Future work includes further analysis of the spectral form of bias, registration error, atrophy and noise in order to select the optimum filtering technique for extracting the bias field. It would also be of interest to investigate the effect of dbc on the joint intensity histogram, which would be expected to be sharpened by the application of dbc. This technique could potentially be used to calculate absolute bias by registering a template image with zero bias to the target image and applying dbc.
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Combining Topological and Geometric Features of Mammograms to Detect Masses
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Abstract. This paper presents a novel method for detecting masses in mammograms. Both topological (salience) and geometric (primarily texture) are used as features to characterise. Experimental results demonstrate that this combination of features is robust both for the segmentation and for the identification of masses.

1 Introduction

Breast cancer is the leading cause of death from cancer among women in many countries. Detecting a breast cancer at the earliest stage possible has the most important impact on prognosis. Mammography is the most cost effective method to detect early signs of breast cancer. However, mammograms are complex, textured images and there is substantial variation across the screening population, leading to difficulties in detection and diagnosis. In addition, the number of mammograms to be analysed in the screening programme is vast (eg 3 million annually in the UK alone). This is the motivation for the development of computer-aided diagnosis (CAD) systems that provide a consistent and reproducible second opinion to a radiologist. Unfortunately, progress toward building CAD systems for mass detection has been considerably slow, not least because of the subtle characteristics of their appearance [1]. While most previous work has been based on pixel-based statistical approaches, we aim to delineate regions corresponding to masses by analysing both the topological and geometrical structure of an image. Based, initially on regions of interest extracted by the algorithm presented in our previous work [2], we develop in this paper a two stage strategy. First, the mammogram is segmented into candidate mass regions based on the mammogram topology. This stage selects all salient regions that include masses along with a number of false regions that are candidates for masses. Then the segmented candidate mass regions are classified as masses or rejected on the basis of a measure of topological saliency combined with geometric texture features.

2 Segmentation

The first stage of our method is to segment the mammogram into salient regions which include all mass regions but also a small number of normal dense bright regions which constitute false positives. A segmentation method using topological properties of image structure has been presented and an efficient implementation is also provided.

2.1 Salient Region

Masses generally appear to be dense bright regions. The algorithm for detecting masses initially delineates the boundary of salient regions characterised by intensity blobs. The proposed segmentation algorithm analyses the topological structure of an image to detect salient regions as candidate masses. In analysing image structure, an image $I(x), x \in \Omega \subset \mathbb{R}^2$ is considered as a surface $\phi : \Omega \rightarrow \mathbb{R}^+$ where the intensity is regarded as the height of the surface. A region $R(t)$ and a level curve $\Gamma(t)$ at a level $t$ on a surface $\phi$ is defined by:

\[
R(t) = \{x | \phi(x) > t\}
\]

\[
\Gamma(t) = \partial R(t)
\]

\textbf{Figure 1.} Examples for the segmentation of topologically salient regions. Top: Most salient base contours superimposed on the mammograms. Bottom: Original mammograms.
Figure 2. (a) A mammogram. (b) Coarse-scale contour map (N=30). (c) Fine-scale contour map (N=100). (d) Detected salient regions after discarding contours for the breast boundary and the pectoral muscle from (c).

A level curve is constrained to be a simple closed curve, thus the complement of a curve \( \Gamma \) consists of exactly two disjoint regions: an interior and an exterior. By definition of the level curve, a surface within an interior region of the level curve always forms a blob region that is higher than its local neighbourhood. In observing a topological change of a surface, saddle points and local maximum points are of interest. Let \( H(\phi) \) be the Hessian of a surface \( \phi \) and \( \det(H(\phi)) \) be its determinant. The set of all local maximum points on a surface \( \phi \) within a region \( R \) is given by:

\[
P_M(R) = \{ x | \nabla \phi(x) = 0, \det(H(\phi)) > 0, \frac{\partial^2 \phi}{\partial x^2} < 0, \frac{\partial^2 \phi}{\partial y^2} < 0, \forall x \in R \}
\]

Similarly, the set of all saddle points on a surface \( \phi \) within a region \( R \) is given by:

\[
P_S(R) = \{ x | \nabla \phi(x) = 0, \det(H(\phi)) < 0, \forall x \in R \}
\]

A saddle point implies a topological change of a surface, since the split of an object occurs at a saddle point as the level is elevated. For a given image \( I(x) \), all saddle points \( P_S(\Omega) \) on a surface \( \phi \) are initially determined for segmenting salient regions. Once the saddle points are known, all level curves at saddle points, called the base level curves, are given as:

\[
\Gamma^* = \{ \Gamma | \Gamma = \partial R_t(t), t = I(p), \forall p \in P_S \}
\]

Then, each base level curve \( \Gamma \in \Gamma^* \) provides segmentation for the boundary of a candidate salient region \( R_t \). The details of the segmentation algorithm are described in [2].

3 Region Classification

The list of mass candidate regions defined by the base level curves includes all real masses together with a number of false positives. In order to reduce the false positive rate of the system, features that are important for identifying masses are developed based on topological saliency measures and geometrical texture features. These features are used for classifying salient regions obtained by the segmentation into masses or normal dense tissues.

3.1 Topological Saliency Measures

**Structural Contrast**: A structure-based contrast measure is proposed for measuring the saliency of a region. The structural contrast of a region is defined as the difference between the intensity of a local maximum point within the region and the intensity of the base level curve that delineates that region. The minimum structural contrast \( K(\Gamma(t)) \) for a base level curve \( \Gamma(t) \) on an image surface \( \phi(x, I(x)) \) is defined as:

\[
K(\Gamma(t)) = \min_{x \in P_M(\Gamma(t))} (I(x) - t)
\]

If there is more than one local maximum within the region, the minimum contrast is defined so that it also takes into account the variance of the image structure.

**Structural Variety**: The structural variety implies a topological saliency in that a salient region is likely to be formed by one object that leads the region to have one local maximum. The structural variety \( V(\Gamma(t)) \) for a base level curve \( \Gamma(t) \) is given by the number of local maximum points within \( Init(\Gamma(t)) \) as follows:

\[
V(\Gamma(t)) = \frac{|P_M(\Gamma(t))|}{A(\Gamma(t))}
\]

where \( A(\Gamma(t)) \) is the area of the region within \( \Gamma(t) \). The larger regions will naturally contain more local maximum points, so the measure for the structural variety is normalised by the area.
3.2 Geometric Texture Features

The texture features used are amplitude, contrast and orientation invariant local geometrical descriptions of the intensity surface. These provide a rich description of the image surface that complements the topological features. The features are derived from dimensionless combinations of linear filter responses. The basis for these filters is a rotationally symmetric filter \( f(r) \). From this filter, further filters are generated by multiplying \( f(r) \) by angular trigonometric functions:

\[
\begin{align*}
    h_n(r, \theta) &= f(r) \times \cos(n\theta) \\
    l_n(r, \theta) &= f(r) \times \sin(n\theta)
\end{align*}
\]

where \( r = ||x||_2 \) and \( \theta = \tan^{-1}(x_1/x_2) \). These filters convolved individually with the image regions. A family of contrast invariant local symmetry descriptors can be generated from the responses to these filters as follows:

\[
\Phi_n(x) = \tan^{-1}\left( \frac{f \otimes I(x)}{\sqrt{(h_n \otimes f \otimes I(x))^2 + (l_n \otimes f \otimes I(x))^2}} \right)
\]

These descriptors have values in the range \([0, \pi]\), \( \Phi_1 \) is equivalent to the phase of the monogenic signal [3], and describes odd-even local symmetry. \( \Phi_2 \) is related to the shape index [4] (if \( f_r \) is a Laplacian of a Gaussian, they are equivalent) and describes local even-even symmetry (i.e., ridges, troughs, saddle points and local maxima and minima). The local symmetry descriptors are each accompanied by an orientation. The offset between the orientation of each symmetry and the local principal orientation provides an additional local descriptor. The local orientations are encoded by phasors:

\[
O_n(x) = h_n(x) + i \cdot l_n(x)
\]

The angle of each phasor is a measure of the local orientation of each symmetry descriptor \((\theta_n = \tan^{-1}(h_n/l_n)/\pi))\). For the results presented in this paper, only the first three descriptors were used. The local orientations of each descriptor are normalised by dividing by a local orientation phasor:

\[
O_m(x) = \frac{O_1(x)^2 + O_2(x)^2}{||O_1||^2 + ||O_2(x)||^2} + O_3(x)
\]

\[
O_m'(x) = \frac{O_n(x)||O_m(x)||}{O_m(x)||O_n(x)||}
\]

This gives six invariant descriptors, \( \Phi_{1-3} \) and \( O_{m-3} \). The filters used here are scale and affine robust:

\[
f(r) = \frac{A}{r^{\alpha + \beta}} - \frac{B}{r^{\alpha - \beta}}
\]

Two members of this family were used, giving twelve descriptors in all. The two filters are given by \( \alpha = [2.75, 3.75], \beta = 0.25 \), with \( A \) and \( B \) chosen to give a zero DC component (that is, provide a measure that is invariant to brightness). Textures are characterised by the distribution of energy over these descriptors, and in particular the co-occurrence of energy in the different descriptors. It is impractical to learn the co-occurrence of all descriptors because of the high dimensionality. Instead, the joint energy distributions of each possible pair were estimated, giving a total of 66 two-dimensional distributions. The energy distributions are calculated as follows. In order to learn characteristic features for masses, the training set consists of a list of mass candidates, each manually labelled as belonging to one of two classes, true positive or false positive. For all mass candidates in a class, the six descriptors described above are calculated, along with the local energy (the square root of the sum of squares of all thirteen filter responses at each point). For each of the 66 possible descriptor pairings, a local energy weighted histogram is computed, the set of which acts as a region texture descriptor. The variance of each histogram location is also estimated. To classify, a variance weighted energy distribution difference is calculated:

\[
E_{\text{diff}} = \frac{E_{FP} - E_{TP}}{\sqrt{V_1 + V_2 + \frac{1}{M}}}
\]

where \( M \) is the number of histogram bins, here 50x50 histograms were used (N=2500). The \( 1/M \) term is added to reduce the influence of parts of the histogram which have had very few votes. For each unclassified mass candidate the energy distribution, \( E(\Gamma(t)) \) is computed as above. The region is then given a score, \( T(\Gamma(t)) \), by taking the inner product of its energy distribution with \( E_{\text{diff}} \):

\[
T(\Gamma(t)) = \sum E_n * E_{\text{diff}}
\]

\( T(\Gamma(t)) \) may be treated as a “texture saliency” measure, to complement the topological saliency measures.
4 Experiments

We present experimental results based on a set of 400 mammograms with masses varying in size and subtlety. Mammograms were selected from various pathological categories in the USF database [5]. The resolution of the data set was 200μm per pixel. The detection of masses was determined by the ratio of the intersection between a segmented region and the ground truth over the union of them. In the segmentation stage, a coarse-scale contour map (N = 30) was initially used to localise topologically salient regions characterised by base contours. Among the salient regions, the breast boundary and the pectoral muscle were excluded by using their strong anatomical constraints in terms of size and location. Then, the salient contours that correspond to the ones in the coarse-scale contour map were identified in a fine-scale contour map (N = 100) by traversing inclusion tree. The topological saliencies were measured based on the fine-scale contour map and the geometric texture descriptor was measured based on the interior regions of salient contours selected from the fine-scale contour map. More accurate both segmentation and saliency measurement were obtained from the fine-scale contour map. An example for contour maps with different scales and extracted base contours are shown in Figure 2. The base contours with high minimum structural contrast and low structural variety define the boundaries of salient regions for mass candidates. The algorithm achieved 100% detection rate with 3.3 false positives per image and 90% with 1.4 respectively. The performance of the algorithm was evaluated by FROC operated by the saliency measure, K, V, and K + αV + βT with the optimal choice of weights as presented in Figure 3(a). We have used no prior information about mass at measuring K and V, but we have trained textures of mass using 100 samples. An additional texture information to topological saliency improved the results as shown in Figure 3(a). The comparison of our results with the USF algorithm [5] is presented in Figure 3(b). In addition to the improved performance, our algorithm provides exact boundary of masses as opposed to just finding a point within the mass region.

5 Conclusion

We have developed a blend of topological and geometrical descriptors that together effectively characterise mass features. A global structural approach based on a topographic representation is shown to be a useful counterpart to a local statistical approach for detecting masses in mammograms. Structural saliency measures are shown to be useful mammographic features to delineate regions of interest and the texture information using phase information appears to be an informative characteristic feature of mass. Experimental results indicate that this method can be used as the basis for an effective prompting tool to assist radiologist in the diagnosis of breast cancer.
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Abstract. The study of cardiac muscle contractility is fundamental in the evaluation of cardiac function. We propose a continuous measure of contractility based on segment thickening in echocardiographic contrast B-mode time series. Thickness is computed with the symmetric nearest neighbour distance method from the inner to the outer myocardial walls. Preliminary results from 2 studies are compared to nominal scoring by an expert and illustrate how this measure can be useful in the detection of hypokinetic segments.

1 Introduction

Contractility is a term that in cardiology refers to the ability of the cardiac muscle (myocardium) to shrink and stretch to pump blood with the right pressure and timing. Multiple cardiac pathologies produce abnormal regional contractility that, if detected, is of critical importance for diagnosis and may enable preemptive treatment. Of special interest are non-invasive methods, amongst which transthoracic echocardiography (or standard echo) is one of the most widely used because of its safety, speed, low cost and lack of radiation. Transthoracic echocardiography is a medical data acquisition technique based on ultrasound waves that are sent from a transducer placed on the chest so that they intersect the heart. By processing the sound wave echoes caused by acoustic impedance mismatches it is possible to obtain structural, motion or velocity information of heart tissues and fluids. In the case of standard echo, the left ventricle (LV) is favoured over other cavities in research, not only because the oxygen-rich blood is pumped out from it at high pressure into the arteries and is the part of the heart most likely to have a problem, but also because it is most conveniently positioned near the probe. There is not a unique quantitative measure for contractility, so several indirect parameters are targeted for its assessment, for example the Ejection Fraction (EF, the fraction of end-diastolic volume ejected in systole by the LV), inner wall (endocardial) wall motion i.e. excursion or velocity, myocardium thickening and strain. See e.g. Garca-Fernández et al. [1] for a review. Other authors work with intraventricular pressure gradients [2] or tissue texture classification [3], although the latter requires invasive catheterization for the probe.

Contractility problems appear generally in local neighbourhoods of the myocardium. Global parameters such as the EF are unsuitable for detecting myocardial defects, as the heart can compensate for a local damaged region by making the rest work harder so that the global function is not affected. Such a measure can also not locate where the problem is. Other parameters such as wall motion, thickening and strain are implicitly local, but they are generally averaged for a given myocardial segment, rather than evaluated in the muscle as a continuous function. There are segment models with 9 to 20 segments, although the commonest in echocardiography is the 16-segment model [4]. In clinical practice, assessment of segment contractility is performed with the nominal method of scoring, where each segment is classified into one of the following categories: normokinetic (healthy), hypokinetic (reduced contractility), akinetic (dead) and dyskinetic (when there is a paradoxic outward bulging during systole). Thus clinicians use an evaluation function \( f \), such that \( f : \Omega \mapsto \Phi \) where \( \Omega \) is the discrete domain of segments and \( \Phi \) is the discrete range of scoring. Jacob et al. [5] proposed functions \( f \) for the evaluation of endocardial excursion and myocardial thickening as \( f : Q \mapsto \mathbb{R} \), i.e. the parameters are real variables evaluated over the discrete domain of B-spline control points \( Q \). Contours are represented as uniform parametric B-splines with \( N \) control points for both the endocardium \( \{Q_{en,i}\}_{i=1}^N \) and epicardium \( \{Q_{ep,i}\}_{i=1}^N \), where \( Q_i \) are the cartesian coordinates of the \( i \)-th control point. Thickening for the two \( i \)-th corresponding control points \( Q_{Diff,i} \) is computed as the difference \( Q_{Diff,i} = Q_{ep,i} - Q_{en,i} \). Thickening \( Q_{Diff,\omega} \) for a given segment \( \omega \in \Omega \) is computed as \( Q_{Diff,\omega} = 1/J \sum_{j=1}^J Q_{Diff,j} \), such that there are \( J \) control points \( Q_{Diff,j} \in \omega \). However, this approach has some drawbacks: (1) Thickening for a segment would be better defined as \( Q_{Diff,\omega} = 1/J \sum_{j=1}^J ||Q_{Diff,j}||_2 \). (2) We are limited to interpolating splines, i.e. control points are points of the curve, because only in this case is \( Q_{Diff,i} \) meaningful. (3) To increase the number of points for which thickening is measured, one has to increase the number of control points, and recompute the training set and the Principal Component Analysis for the new control points.
In this paper we propose a thickening measure to evaluate contractility based on the symmetric nearest neighbour method [6]. The details are provided in section 2. We have tested this measure with 2 B-mode contrast echo studies, where each study represents a complete cardiac cycle. B-mode is an echocardiography modality where grey-scale time series of a two-dimensional plane across the heart are acquired. It is possible to enhance the signal-to-noise ratio of the B-mode image injecting a gas-filled microbubble suspension (called a contrast agent) into the patient’s blood stream. The safety and tolerance of contrast echocardiography are extremely favourable and the technique is considered to be cost effective [7]. The inner and outer wall of the myocardium were segmented automatically with a prototype commercial tracker called Quamus\textsuperscript{®}. This paper reports for the first time on how this system can be used for automatic epicardial as well as endocardial border tracking.

2 Contractility measure based on thickening

The tracking algorithm represents contours as interpolating uniform B-splines. These contours are sampled uniformly to obtain a vector of coordinates \( p = (p_1, p_2, \ldots, p_N) \) for the inner contour (endocardium) and a vector \( r = (r_1, r_2, \ldots, r_{N+1}) \) for the outer contour (commonly called epicardium, although e.g. in 4C the outer wall is part LV epicardium and part right ventricle endocardium). We propose to use the distance measure obtained from applying the symmetric nearest neighbour (SNN) method [6] to the myocardial inner and outer wall contours to compute myocardial thickening as \( T = T(p) \) such that

\[
T(p_i) = ||p_i - r_j||_2
\]

where \( p_i \) and \( r_j \) are correspondent points. The reason to use \( p \) rather than \( r \) is that in B-mode time series the uncertainty in the segmentation of the inner wall is lower than in the outer wall. Thus clinicians work with a domain of segments \( \Omega \) (typical dimension for the 4C plane is 6 elements), Jacob et al. [5] work with a domain of control points \( Q \) (typical dimension is 24), and our approach works with a domain of any sampling \( p \) of the endocardial contour (typical dimension is 300). The SNN method finds a correspondence between \( p \) and \( r \). First, for each point \( p_i \) in the endocardium, the nearest neighbour \( r_j \) in the epicardium is obtained. Then, if \( p_i = p_s \), where \( p_s \) is the nearest neighbour of \( r_j \) in the endocardium, we say that \( p_i \) and \( r_j \) are symmetric nearest neighbours and the match is kept. In a second run, a correspondence is computed for the sets of \( K \) consecutive unmatched points \( p_{i+1}, \ldots, p_{i+K} \), drawing equally spaced points in the epicardium, between the points \( r_j \) and \( r_{j+K+1} \).

In the two test studies, we have got between 20% and 30% of symmetric nearest neighbour points from a total \( K+1 \) matching points. In a second run, a correspondence is computed for the sets of \( K \) consecutive unmatched points \( p_{i+1}, \ldots, p_{i+K} \), drawing equally spaced points in the epicardium, between the points \( r_j \) and \( r_{j+K+1} \).

In the two test studies, we have got between 20% and 30% of symmetric nearest neighbour points from a total of \( N = M = 300 \) points for each contour in every frame. Figure 1 shows an example of the distance measure between the inner and outer walls of the myocardium as seen in a 4C view. In this figure we can see a line that links every \( p_i \) to its correspondent point \( r_j \). \( T(p_i) \) is the length of that line. Finally, we propose to evaluate contractility \( C \) as the ratio between maximum thickening \( T_{\text{max}} \) and thickening in end-diastole \( T_{\text{ED}} \).

\[
C(p) = \frac{T_{\text{max}}(p)}{T_{\text{ED}}(p)} \tag{2}
\]

3 Experimentation and Results

Quamus\textsuperscript{®} has previously been validated against expert hand tracing and cine-MRI [8] for endocardial tracking. We have used it to track the epicardium in the 2 test studies too, and to assess its performance we have compared automatic tracking to a single expert hand tracing in 3 planes: 2 chamber (2C), 3 chamber (3C) and 4C. The SNN method described in the previous section was used to find the distances between contours. The results are summarized in table 1. The variability for automatic tracking with 2 different initializations of the tracker was found to be between 0.79 mm and 1.05 mm. The variability for a human expert drawing the same epicardial contours 2 weeks later (intraobserver variability) is between 0.94 mm and 1.32 mm. Thus the automatic tracker is more consistent in its results than the human expert. The variability between hand traced contours, that we use as our pseudo-gold standard, and automatic tracked contours, is between 1.18 mm and 1.46 mm, a result that in the worst case is only a 10.6% bigger than intraobserver variability. There is, to our best knowledge, no continuous real measure of contractility based on thickening against which we can validate the one that we propose in Eqn. 2. To illustrate how the proposed measure can be used for diagnosis, we divided the myocardium in the 4C plane into 6 segments following the 16-segment model [4]. For each segment \( \omega \) we average the thickening of all the endocardial points \( p_i \in \omega \) such that \( T(\omega) = 1/L_\omega \sum L_\omega T(p_i) \) where \( L_\omega \) is the number of endocardial points
that belong in segment $\omega$. Then contractility $C(\omega)$ was computed for each segment as in Eqn. 2. This value is compared to the scoring value assigned to that segment by an expert observer in table 2. The ratio (study 1)/(study 2) between $C(\omega)$ values for segments BS, MS and AS in the two studies is between 0.8 and 0.9, which shows good correlation, whereas for segments AL, ML and BL, that in the first study are normokinetic but in the second are hypokinetic, is between 0.4 and 0.5.

<table>
<thead>
<tr>
<th>Plane</th>
<th>A-A (mm)</th>
<th>H-H (mm)</th>
<th>A-H (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2C</td>
<td>1.05</td>
<td>1.32</td>
<td>1.46</td>
</tr>
<tr>
<td>3C</td>
<td>0.79</td>
<td>1.13</td>
<td>1.28</td>
</tr>
<tr>
<td>4C</td>
<td>0.87</td>
<td>0.94</td>
<td>1.18</td>
</tr>
</tbody>
</table>


4 Conclusions

A quantitative measure for contractility based on myocardial thickening over a domain of any sampling of the endocardial contour has been proposed. Automatic tracking of the epicardium is only 10.6% worse and has better reproducibility than expert hand tracing, according to some preliminary results, although it remains to perform an extensive validation. Finally, it has been illustrated how the proposed measure is consistent with evaluation by scoring in normokinetic and hypokinetic segments. The obvious next steps are to define the contractility function $C : [0, 1] \rightarrow \mathbb{R}$, i.e. to define contractility over a normalized continuous parametrization of the endocardium rather than over a sampling, and to perform extensive validation in a larger clinical study with comparision with a gold standard.
<table>
<thead>
<tr>
<th></th>
<th>BS</th>
<th>MS</th>
<th>AS</th>
<th>AL</th>
<th>ML</th>
<th>BL</th>
</tr>
</thead>
<tbody>
<tr>
<td>study 1, eqn. 2 (%)</td>
<td>108</td>
<td>157</td>
<td>171</td>
<td>117</td>
<td>110</td>
<td>131</td>
</tr>
<tr>
<td>study 1, scoring</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>H</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td>study 2, eqn. 2 (%)</td>
<td>136</td>
<td>175</td>
<td>186</td>
<td>225</td>
<td>272</td>
<td>265</td>
</tr>
<tr>
<td>study 2, scoring</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
</tbody>
</table>

Table 2. Comparison of contractility measure of eqn. 2 to expert scoring in 4C plane. N: normokinetic. H: hypokinetic. The segments are: BS, MS, AS (basal, mid and apical septum) and AL, ML, BL (apical, mid and basal lateral).
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Abstract. This study investigates if grey-level profiles orthogonal to the prostate boundary contain enough information to establish if prostate cancer is confined to the gland or whether it has spread into the periprostatic tissues. This thesis is based on the notion that profiles can be radically changed at locations where a cancer extends out of the gland. Statistical modelling, to generalise the profiles and reduce noise, in combination with nearest neighbour classification is used to classify individual profiles. Sensitivity and specificity measures are provided based on a leave-one-patient-out methodology. Limitations of the presented approach and available data are discussed.

1 Introduction

Prostate cancer is now the most frequently diagnosed male malignancy, with one in every 11 men developing the disease [1]. It is the second most common cause of cancer deaths in men. Patients who present with organ confined disease may be suitable for surgery - radical prostatectomy and bilateral pelvic lymph node dissection. However, once tumour has spread beyond the gland, radical radiotherapy is the preferred option. In advanced disease, hormone deprivation, radiotherapy and chemotherapy all have a role in patient management. The importance of imaging is to determine whether tumour is confined to the gland or whether tumour has spread into the periprostatic tissues. The detection of nodal and bone marrow spread is also important. Magnetic Resonance Imaging (MRI) is now the staging method of choice for cases of proven prostate cancer [2, 3]. It is the most reliable technique for the depiction of the zonal anatomy of the prostate - 70% of tumour arising from the peripheral zone of the gland. Its superior contrast resolution and multiplanar capabilities allow the best chance of detecting extracapsular extension of tumour. Nevertheless, early periprostatic spread can be subtle, with intra-observer discrepancies noted.

The main aim of the developed approach is to improve the assessment of the spread of cancer both within and outside of the gland. MRI provides three-dimensional anatomical information displayed as two-dimensional slices. The overall aim of the project is to investigate the information contained within a number of grey-level profiles which are extracted orthogonal to the boundary of the prostate. The profiles for normal prostates are characteristic showing a number of transitions between anatomical features within the gland. When a cancer extends out of the gland, these profiles can be radically changed. To be able to extract these profiles the prostate needs to be manually or automatically segmented. We present initial classification results.

It should be made clear that the presented work is based on manual segmentation of the prostate by expert radiologists. However, related work has investigated the automatic segmentation of prostate from MRI data. Two distinct approaches have been developed which both show a strong correlation with expert annotations [4]. Work based on a polar transform approach used a few basic assumptions about the prostate and the available image data [5]. In addition, standard 2D and 3D ASM have been investigated [4]. Subsequently, a hybrid 2D+3D ASM approach has been developed which showed significant improvement over 2D and 3D ASM modelling [6]. For this hybrid approach the mean root-mean-square-distance from the segmentation results to the manual annotations of the prostate boundary was 5.4, with a standard deviation equal to 2.9. A more detailed discussion of the hybrid 2D+3D shape modelling approach can be found in an accompanying paper in these same proceedings [6].

Some of the presented work is closely related to the grey-level profile modelling used for the classification of linear structures in mammographic images [7, 8]. The main difference is that in the mammographic case the grey-level profiles represented a range of tube-like structures whilst for the prostate the grey-level profiles represent the transition from the prostate to its surrounding tissue. In this initial investigation it is assumed that there are only two classes for the transition, either normal (cancer, if present is confined to the prostate) or abnormal (cancer has spread to the periprostatic tissue). To our knowledge, this is a unique approach to the classification and staging of prostate cancer using MRI data.

* email: rrz@aber.ac.uk. The presented research is supported by Prostate Research Campaign UK
2 Data

The main data consists of 20 prostate MRI volumes. All images are obtained on a 1.5 Tesla magnet (Signa, GE Medical Systems, Milwaukee, USA) using a phased array pelvic coil. Field of view $24 \times 24$ cm, matrix $256 \times 512$, slice thickness 3mm with an interslice gap of 0.5mm, TR 7800ms, TE 102ms. Fig. 1 shows a typical example from the data set. The prostate can be found in the centre of the image. There are minor benign hypertrophic changes in the central zone. The peripheral zone architecture is generally preserved, with some patchy loss of the normal high T2 signal, in keeping with some malignant infiltration. There is no extracapsular extension present. The shown slice and its volume are used as an exemplar, but it should be noted that similar results have been obtained for the other volumes in the dataset.

All images were manually annotated by an expert radiologist. For each prostate a finite number of profiles are extracted. Here we have extracted a single profile for all the positions on the annotated prostate boundary. For a typical prostate this approach results in about two-hundred intensity profiles per slice.

3 Methods

Once the prostate has been segmented it is possible to extract intensity profiles orthogonal to the boundary. The orientation of the extracted profiles is taken with respect to the local orientation of the segmented boundary. To obtain the local orientation, $\phi$, at the boundary we have used linear regression given by

$$
\phi = \frac{N \sum x y - \sum x \sum y}{N \sum x^2 - \sum x \sum x}
$$

which is based on all $N$ points of the segmented boundary found within a region of interest, where $(x, y)$ are the coordinates of the boundary points and the summations are over all $N$ points. The intensity profile is extracted orthogonal to $\phi$ with the centre of the profile the point on the segmented boundary. For all the profiles a set number of points on either side of the segmented boundary are extracted. Here we have used sixteen positions on either side of the boundary which makes the total length of the intensity profiles equal to thirty-three. We have used bi-linear interpolation to determine the intensity at the profile points.

From a classification point of view we have considered two options. The first is to use the intensity profiles as the feature vector for the classifier. A second approach uses principal component analysis [7, 9] to generalise the profiles, remove noise and reduce their dimensionality. The first $n$ (we used $n$ equal to eight in the experiments below) principal components are used as the feature vector for the classifier. We have used a leave-one-patient-out methodology in combination with a nearest neighbour approach to classify the profiles as being normal or abnormal. The nearest neighbour classifier uses a simple Euclidean distance metric. The regions of the prostate that contain abnormal areas in the slices are used as ground truth which have been marked by an expert radiologist.
4 Results

For each segmented prostate a finite number of profiles are extracted. As discussed in Sec. 3 for a typical prostate as displayed in Fig. 1, this approach results in about two-hundred intensity profiles per slice. A few typical examples of such intensity profiles can be found in Fig. 2. On the left this shows a profile across an abnormal boundary and on the right it shows a typical profile across a normal boundary. The presented profiles are typical in that the normal boundary example shows a distinct dip in the centre which represents the boundary between the prostate and the periprostatic tissue. Due to the presence of prostate cancer this boundary is blurred in the abnormal example.

![Figure 2. Example intensity profiles, where on the left abnormality and on the right normality is represented.](image)

Using a leave-one-patient-out methodology, the results of a nearest neighbour abnormal profile classifier for an example prostate MRI slice can be found in Fig. 3. It should be clear that this shows strong correlation with the expert annotations for the abnormal profiles, but at the same time this goes at a high false positive cost. For all the profiles from the data the overall sensitivity is 63.6% whilst the specificity is 62.9%.

![Figure 3. Abnormal profile classification results comparing a nearest neighbour classifier (○) and manual annotation (dashed line). The results are based on a leave-one-patient-out methodology.](image)

The equivalent leave-all-in results are respectively 81.8% and 99.2%. These results are based on all the available data (so the annotation for the slice to be classified is included in the training data). This shows good correlation between the nearest neighbour classifier and the expert annotations. These results indicate a potential improvement when the size of the data-set is increased, but at the same time indicates that data normalisation issues need further investigation.

The above results are based on using the first eight principal components to form the feature vector space for the nearest neighbour classifier. The number of principal components can be increased, providing a closer approximation of the original grey-level profiles. When increasing the number of used principal components to twenty-four the sensitivity and specificity for the leave-one-patient-out experiments are 58.4% and 60.3%, respectively. The equivalent leave-all-in results are 97.4% and 99.8%. This shows that data reduction is beneficial for the leave-one-patient-out approach, whilst the opposite is true for the leave-all-in experiments. This aspect needs further investigation with a first emphasis on increasing the number of annotated datasets.
5 Discussion and Conclusions

When compared to modelling based on all the data, the results based on a leave-one-patient-out approach showed a degradation of the correlation between the classifier and the expert annotations. When modelling based on all the data, most of the true positive profiles rely on the profiles next to it to be classified correctly. The decrease in performance for the leave-one-patient-out evaluation might have been caused by the relative small size of the training data and this is an area of future development.

An additional area of investigation will be the normalisation of the grey-level profiles. The current lack of normalisation might be one of the causes for the limited performance of the leave-one-patient-out results.

A third area of improvement will be to take the correlation between adjacent grey-level profiles and slices into account. It is likely that such an approach will reduce the number of false positive detected areas. At the same time, the modelling might be extended to use grey-level profiles orthogonal to the 3D prostate shape instead of the 2D in-slice profiles used for the presented results.

In summary, profiles were extracted orthogonal to the segmented boundary. The profiles, in combination with statistical modelling, can be used in a nearest neighbour classifier to produce plausible results. The classification results show good correlation with expert annotations. Current research concentrates on improving these classification results.
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1 Introduction

The cingulate gyrus is an arched convolution of grey matter that lies above the corpus collosum in the brain. A segmentation of the cingulate from a T1-weighted volumetric MRI scan can be seen in Figure 1.

![Figure 1. A segmented cingulate in coronal, sagittal and axial views](image)

There is some evidence to suggest that pathological processes such as Alzheimer’s disease (AD) affect the cingulate at an early stage. Moreover some sections may be affected differently from others [1]. Measuring atrophy in sections of the cingulate may therefore be a more accurate indicator of the disease as well as aiding in the study of the natural history of AD. In order to measure tissue atrophy of the cingulate in certain sections i.e., rostral anterior cingulate (RAC), caudal anterior cingulate (CAC) and posterior cingulate (PC) it is necessary to partition the cingulate in an accurate and reproducible way.

Typically the cingulate is segmented on T1-weighted volumetric MRI scans to define a binary mask that identifies the structure on the scan. This structure has convoluted folds that make it highly complex, with a large degree of inter-individual variation in gyral and sulcal patterns, making consistent labelling and subdivision difficult. Because the structure has folds it is difficult to reduce the structure to a simpler geometry by the use of morphological methods e.g., skeletonization. Previous methods have attempted to partition the cingulate manually, to our knowledge none have attempted to automatically partition the cingulate based on a previously defined mask. However, some methods have used a previously defined mask to partition other structures, such as the corpus callosum. These were based on creating and then partitioning an enclosing structure. [2].

Another method would be to find an approximation to the central axis of the cingulate and then partition the mask using a perpendicular plane to this axis. We have developed a method based on this concept. This method takes a cingulate region-of-interest (ROI) defined on a volumetric MR scan and fits (in a least squares sense) a cubic Bézier curve to this mask. This curve is used as a smooth approximation to the central axis of the cingulate, enabling the estimation of the length of the structure, and also the partitioning of the three dimensional mask into sections.

2 Methods

2.1 Theory

A one-dimensional cubic Bézier equation to parametrically interpolate a vector field takes the form:

\[ \vec{x}(t) = (1 - t)^3 \vec{x}_1 + 3t(1 - t)^2 \vec{x}_2 + 3t^2(1 - t) \vec{x}_3 + t^3 \vec{x}_4 = \sum_{n=1}^{4} \psi_n(t) \vec{x}_n \]  

where \( \vec{x}_n \) are control points in 3-d space and \( t \) is a local parametric coordinate.

*rbboyes@dementia.ion.ucl.ac.uk
To fit Equation 1 to the cingulate mask, an iterative procedure is required. Firstly each point in the mask is orthogonally projected onto an estimate of the curve to obtain a value of $t_d$ for each mask point, and then a function that minimises the squared distance between the curve and data points with respect to the control points is solved. The mask points are reprojected and the minimisation re-applied. Thus at each step we seek to minimise

$$F(x) = \sum_{d=1}^{D} (\bar{x}(t_d) - \bar{x}_d)^2$$

where $t_d$ is the parametric coordinate of the orthogonal projection of each mask point $\bar{x}_d$ onto the curve. To calculate $t_d$, a non-linear iterative procedure is required. Given a starting position $t_s$ for the mask point projection, the geometric position of this projection is given by the interpolation formula in Equation 1. An error function can then be established as the Euclidean distance between the interpolated and the actual position of the data point. The position $t$ that minimises this function can then be found using a root finding method such as Brent or Newton-Raphson on the derivative of this function. This $t$ position is effectively the orthogonal projection of the data point onto the curve.

Substituting Equation 1 into 2,

$$F(x) = \sum_{d=1}^{D} \left( \sum_{n=1}^{4} \psi_n(t_d) \bar{x}_n - \bar{x}_d \right)^2$$

To minimise this distance, we differentiate with respect to the curve parameters $\bar{x}_m$ and set the resulting equation to be zero:

$$2 \sum_{d=1}^{D} \left( \sum_{n=1}^{4} \psi_n(t_d) \bar{x}_n - \bar{x}_d \right) \sum_{m=1}^{4} \psi_m(t_d) = 0$$

$$= \sum_{d=1}^{D} \left( \sum_{m=1}^{4} \psi_m(t_d) \sum_{n=1}^{4} \psi_n(t_d) \bar{x}_n \right) = \sum_{d=1}^{D} \left( \sum_{m=1}^{4} \psi_m(t_d) \bar{x}_d \right)$$

Which represents a $4 \times 4$ system of equations $A_{mn} \bar{x}_n = b_m$. This is solved to find the nodal parameters $\bar{x}_n$ following a projection of the mask points onto the current curve. The projection is then updated and the minimisation re-applied. This process continues until the nodal parameters $\bar{x}_n$ have converged.

In practice two of nodal parameters $\bar{x}_1$ and $\bar{x}_4$ are manually fixed to be the observed start and end points of the cingulate structure.

Upon completion of the fit, each point $\bar{x}_d$ in the mask is then orthogonally projected onto the finished curve, and its parametric coordinate $t_d$ is calculated. Thus if we wish to partition the cingulate mask into thirds, say, we would take all mask points with parametric coordinates in each of those thirds and create new masks from them.

### 2.2 Application

As a test for the consistency of the Bézier curve fitting method, we used T1 weighted scans of 11 healthy subjects at two time points, assuming no disease-related change in the cingulate. Both the whole cingulate and PC were segmented by an expert using MIDAS software [3] for each subject, and then the Bézier curve fitting method was applied to cleave the posterior third of the whole cingulate to obtain another PC mask. The proportion of the PC volume to the whole cingulate volume was calculated for all subjects using both methods. These proportions were
Atrophy %/year   Cingulate   RAC    CAC     PC
in controls    −0.68 ± 1.88  0.33 ± 6.38   −0.55 ± 2.94  −2.30 ± 3.82
in patients    6.82 ± 4.75   6.00 ± 6.32   5.98 ± 5.43   8.55 ± 6.78
p-values       < 0.001     < 0.026      < 0.001      < 0.001

Table 1. Results of Partitioning (Mean ± SD) using Bézier curves.

tested for difference between the two time points for all subjects using both methods as a way of comparing the consistency of calculating the PC ROI.

We then applied the Bézier curve method to 22 genetically or histologically proven AD patients and the 11 healthy (control) subjects. Scan interval was 491 ± 270 days. Cingulate masks were cleaved into thirds using Bézier curves, approximating each as the RAC, CAC and PC. Atrophy rates (mean % loss/year) of the whole cingulate and the three divided regions were calculated for all subjects.

Figure 2. A three-dimensional view of a cingulate mask (left) and its three partitions (right). Orientation is ↑ superior, ← anterior. The three partitions left-right are: RAC (yellow), CAC(blue) and PC(green).

3 Results

In our initial test of comparing the Bézier curve cleaving method with manual segmentation of the PC, we found that the difference in the variances between volume proportions at the two time points were significantly reduced (p < 0.01).

The entire cingulate and all its sub-regions were able to differentiate between AD and control subjects (Table 1. Within the AD group the PC had a higher rate of atrophy than the cingulate, although it was not significant (p > 0.1). This was due to the variance in the measurements which meant the cingulate was unable to differentiate AD subjects from controls any better than the whole cingulate. Also the PC had a higher rate of atrophy than that of other subdivisions, although this was not significant (p > 0.06).

4 Discussion

The implication of a reduced p−value in the consistency test is that the Bézier curve cleaving method is more consistent than manual sub-division of the different sub-structures. This was because the method is fully automated and does not require any user intervention apart from the initial selection of start and end points and the selection of the fractional length. The Bézier curve method presented here is a consistent and reproducible way of partitioning a cingulate mask into different portions.

Within the AD group the PC had a higher rate of atrophy than the other subdivisions, in keeping with findings in the literature. Segmentation in this way gives us insight into the patterns of atrophy in the cingulate gyrus in AD. Improvements to the method’s application could be made by performing the analyses on a more consistent scan interval and protocol, which may reduce the amount of variation in the measurements.

Fitting Bézier curves to the cingulate provides an accurate approximation to its central axis as the structure is long, reasonably thin and has a definite start and end point. Irregularities such as concavities and/or convexities are smoothed out as the ratio of these to the overall length of the structure are relatively insignificant. Any large
deformations in the structure would have an adverse affect on the final fit, however. It may be unsuitable for other structures if the central axis is not as apparent as that of the cingulate. An ideal structure for subdivision using this method would be the corpus callosum as it has a well defined central axis, and is also smooth.
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Abstract. Studying the complex thorax breathing motion is an important research topic for medical (e.g. fusion of function and anatomy, radiotherapy planning) and engineering (reduction of motion artifacts) questions. In this paper we present first results on studying the 4D motion of segmented lung surfaces from CT scans at several different breathing states. For this registration task we extend the shape context approach for shape matching by Belongie et al. [1] from 2D shapes to 3D surfaces and apply it to segmented lung surfaces. Resulting point correspondences are used for a non-rigid thin-plate-spline registration. We describe our experiments on synthetic and real thorax data and show our quantitative and qualitative results.

1 Introduction

According to the European Respiratory Society, lung diseases rank second behind cardiac diseases in terms of mortality and cost of treatment. Computerized methods for objective, accurate and reproducible analysis of lung structure and function can provide important insights into these problems. However, due to the complexity of the breathing motion, investigations are often very complicated. In this paper we present first results on studying the 4D motion of segmented lung surfaces from several different breathing states scanned between Functional Residual Capacity (FRC) and Total Lung Capacity (TLC). We especially regard the problem of matching surfaces from consecutive breathing states and non-rigidly registering them by using a thin-plate-spline transformation model [2] for the deformation of the corresponding points. In general it is not possible to robustly derive corresponding features from the lung surfaces since the diaphragm-induced motion component and the movement of the rib cage tend to deform the elastic lung tissue, such that e.g. ridges might become valleys after deformation. The shape context approach introduced by Belongie et al. [1] was reported as a reasonable and promising method for matching 2D shapes (especially hand-written digits and letters) and 2D object recognition without relying on extracted features. We extend this approach to match 3D shapes and we are up to our knowledge the first ones to apply it to 4D medical image data, i.e. the segmented lung surfaces at several breathing states. Our image data stems from high-speed multi-detector spiral CT sheep studies. The sheep CT data was provided by Prof. Eric Hoffman, University of Iowa. The data is acquired at several (two, four or five) breathing states between TLC and FRC by a protocol where breath is held at fixed inspiration levels during the 30 sec scan time. This leads to a static breathing scheme, which has to be considered for the interpretation of derived motion models from matched and registered shapes. However, a protocol to scan thorax anatomy at different breathing states with high spatial resolution during dynamic (normal) breathing is currently not feasible. The image dimensions per breathing state are 512x512x550 with voxel dimensions of 0.52mm x 0.52mm x 0.6mm.

2 Method

2.1 Related Work

An older survey on the state of the art in 2D shape matching can be found in Velkamp et al. [3]. Audette et al. give an algorithmic overview of surface registration techniques for medical imaging in [4], while Zitova et al. recently published an overview of image registration techniques [5]. Some examples for closely related methods for shape matching/registration are the modal matching approach proposed by Sclaroff et al. [6] or the TPS-RPM (Thin-Plate-Spline – Robust Point Matching) method developed by Chui et al. [7]. The main contribution of the work from Belongie et al. [1] is to present a robust and simple algorithm for finding shape correspondences by using shape context as a very discriminative representation that incorporates global shape information into a local descriptor.

2.2 The Shape Context Approach

The shape context approach [1] treats objects as (possibly infinite) point sets and assumes that the shape of an object is captured by a finite subset of its points, giving us a set \( P = \{p_1, \ldots, p_n\} \). The points can be obtained as...
locations of edges from an edge detector or from another method to sample contour/surface points from a shape. The points need not and typically will not correspond to key points or structures such as maxima of curvature, inflection points or surface ridges. In contrast to the original implementation we lay strong emphasis on the discretization method. We are using a marching-cubes polygonization and sample contour points regularly from the constructed mesh. For each point \( p_i \) on the first shape, the "best" matching point \( q_j \) on the second shape has to be located. Therefore, the shape context descriptor is introduced. If we look at the set of vectors emitted from one point to all others, we can interpret this set as a rich description of the shape configuration relative to that point. Since this description is much too detailed, we take the distribution of the set of vectors as a compact, yet highly discriminative descriptor instead. So for each point \( p_i \) a histogram \( h_i \) of the relative position of the remaining points is calculated which is called the shape context. Now for point \( p_i \) from the first shape and \( q_j \) from the second shape, let \( C_{ij} = C(p_i, q_j) = \frac{1}{2} \sum_{k=1}^{K} \left[ h_i(k) - h_j(k) \right]^2 \) denote the cost of matching these two points. Given the set of costs \( C_{ij} \) between all pairs of points on the first and second shape, we want to minimize the total cost of this one-to-one matching problem, which is an instance of the weighted bipartite matching problem. It can be solved in \( O(N \times (M + N \times \log N)) \) time, with \( N \) being the number of nodes and \( M \) the number of edges in the graph.

Here the original matching algorithm has been replaced by a more efficient one since the 3D case requires many more sample points than the 2D case which may lead to high run-times of the algorithm. The result of this step is a one-to-one mapping of corresponding points from the two shapes.

2.3 Non-Rigid Registration

After establishing the point correspondences we make use of the thin-plate-spline framework [2] due to its reported well suited applicability for modeling changes in biological forms. The thin-plate-spline approach leads to a transformation that consists of an affine part and a non-linear deformation part. The parameters of the thin-plate-spline model are calculated from the constraint that corresponding points are exactly interpolated and that the spline model between corresponding points is regular and smooth.

3 Results

To assess the validity of the shape context approach we performed quantitative evaluations on synthetic data sets. Further we used real thorax data for qualitative and quantitative evaluations. For our first synthetic study we took a single segmented lung surface and applied a series of known rigid scaling transformations to it. Afterwards we applied the shape context approach on the original and each transformed data set and calculated the percentage of correctly found corresponding points. The results for two distinct cases (sampling 1000 and 3000 points from original and transformed lung surface respectively) are depicted in Fig. 1.

Our second synthetic study uses a series of known thin-plate-spline transformations to create pairs of lung surfaces for shape matching. Therefore, we took two data sets at distinct breathing states (TLC and FRC) from our segmented real thorax data. We applied the shape matching algorithm and performed a thin-plate-spline transformation to get a plausible transformation \( T \). This transformation \( T \) was then used as known "gold-standard"
transformation for our synthetic evaluation. We kept the non-linear part of T which resembles the deformations of the lung surface. Yet, the affine part of T was replaced by a series of scaling transformations with differing scale factors, giving a set of synthetic transformations \( \{ T_1, ..., T_n \} \). Then each of these transformations \( T_i \) was applied to the points of the lung surface at TLC. The TLC lung surface and the transformed lung surface were taken as input for the shape matching method and the resulting point correspondences were registered leading to transformations \( \{ T'_1, ..., T'_n \} \). So we could calculate a percentage of found correspondences and the root mean square error of distances between mismatched points and their original locations from comparing \( T'_i \) with \( T_i \) respectively. These results are depicted in Fig. 2. From the results of the second experiment we conclude that the performance of the shape context matching is very well in a wide range of scales, but decreases as soon as the scale factor gets too large. However, this is neglectable since too large scales resemble no meaningful simulation of breathing anymore. Two views of the matching result using a scale factor of 1.75 are shown in Fig. 3.

Finally we performed an evaluation using a data set with five different breathing states (TLC, FRC and three states inbetween). We built four subsets of these breathing states consisting of states \{1,2,3\}, states \{2,3,4\}, states \{3,4,5\} and states \{1,3,5\} respectively. The number of sample points was 1000 in all experiments. For each of these subsets we calculated the transformation \( T' \) relating first and second state and \( T'' \) relating second and third states by using the shape context matching approach. Further we calculated \( T'''' \) relating first and third state. Then we compared the results of applying \( T'''' \) and applying \( T' (T') \) on the first breathing state by calculating error statistics on the displacement of the transformed points. These results are given in Table 1. Screenshots of the results for a single pair of breathing states are shown in Fig. 4.
<table>
<thead>
<tr>
<th>Data Subset</th>
<th>mean[mm]</th>
<th>std-dev[mm]</th>
<th>rms[mm]</th>
<th>min[mm]</th>
<th>max[mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>{1,2,3}</td>
<td>5.81</td>
<td>4.61</td>
<td>7.42</td>
<td>0.14</td>
<td>24.24</td>
</tr>
<tr>
<td>{2,3,4}</td>
<td>5.97</td>
<td>4.39</td>
<td>7.41</td>
<td>0.29</td>
<td>25.57</td>
</tr>
<tr>
<td>{3,4,5}</td>
<td>6.18</td>
<td>3.87</td>
<td>7.29</td>
<td>0.21</td>
<td>22.10</td>
</tr>
<tr>
<td>{1,3,5}</td>
<td>6.14</td>
<td>4.17</td>
<td>7.42</td>
<td>0.12</td>
<td>35.02</td>
</tr>
</tbody>
</table>

Table 1. Results of the shape context validation on real data. For each subset mean, standard deviation, root mean square, minimum and maximum displacement of the transformed points was calculated.

Figure 4. Four views of the matched points from an example pair of lung surfaces. 1000 sample points were used respectively for the shape context approach.

4 Discussion

We have demonstrated a 3D extension of the shape context approach for matching 3D lung surfaces. Shape context is a promising technique to find corresponding points for non-rigidly registering deformable anatomical structures which might also be useful for other 3D registration tasks in the medical domain. Our first experiments proved the validity on synthetic data and evaluated real-life data quantitatively and qualitatively. Future work will consist of more elaborate evaluations of the registration accuracy of our approach. In this context it will become possible to assess the semantic correctness of the found correspondences as well. Another intended task is a comparison of our approach with different state of the art matching techniques like the robust point matching approach proposed by Chui and Rangarajan [7]. Further topics will be to look into the elastic-body spline transformation proposed by Davis et al. [8] for registration instead of using the thin-plate-spline transformation and to investigate the robustness of this approach in case of noise and outliers.
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Stuart Kerrigan a, Stephen J. McKenna a, Ian W. Ricketts a and Carlos Wigderowitz b *

aApplied Computing, University of Dundee, DD1 4HN
bOrthopaedics and Trauma Surgery, Ninewells Hospital, Dundee, DD1 9SY

Abstract. The active ellipses method for assessing wear in total hip replacements uses robust ellipse fitting to localise the contours of the femoral head and acetabular rim wire marker. In the case of the latter these ellipses can be very eccentric and the standard algebraic distance was shown to be inadequate. The geometric distance from an ellipse to a point is not trivial to compute and thus numerous error of fit functions have been created. In this work several of these error of fit functions are compared, including a geometric error of fit function, on both synthetic data and by using active ellipses on a set of test radiographs containing eccentric rims. Least squares estimation using a geometric error function was most accurate in the presence of Gaussian noise. However, least median of squares estimation using a geometric error function was most accurate in the presence of outliers. Furthermore, its performance was similar to that of a computationally cheaper error function known as the foci bisector distance to the extent that the two were almost interchangeable.

1 Introduction

The active ellipses method for assessing wear in total hip replacements (THRs) uses robust ellipse fitting to localise the femoral head and acetabular rim in radiographic images [1]. Radiopaque clutter, such as seen in Figure 1(a) causes structured outlying points from which a standard least squares (LS) ellipse fit [2] generates erroneous results, as seen in Figure 1(b). A robust method such as least median of squares (LMedS) is desirable in this instance as it has a breakdown point of 50% outlying points (see Figure 1(c)). Most conventional ellipse fitting uses an algebraic error function but this can cause problems when fitting eccentric ellipses such as those of the acetabular rim. However, other error of fit functions can be used, the most obvious choice being an error based on the geometric distance of a data point from the closest point on the ellipse curve. This distance is not trivial to compute and thus numerous computationally cheaper error functions have been considered in the past [3, 4]. Today’s computational power and the availability of an efficient algorithm [5] have increased the feasibility of using the geometric distance.

This paper reports an empirical comparison of the performance of LS and LMedS fitting with algebraic and geometric error functions using synthetic data. Additionally, the performance of LMedS with weighted algebraic and foci bisector distance error functions was evaluated. Finally, the best performing fitting algorithms were used to localise the elliptical structures in THR radiographs.

Figure 1. (a) Data points found during a femoral head search using an active ellipse. White crosses denote inliers. Outliers are shown in black and are highlighted by white rectangles. (b) An LS fit to the data points. (c) A robust LMedS fit which finds a good solution in the presence of outliers.
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Figure 2. The two ellipses used to generate synthetic data. Both were centred at the origin and aligned with the image axes. (a) The less eccentric ellipse, $a = 333$, $b = 250$. (b) The more eccentric ellipse, $a = 300$, $b = 60$.

Figure 3. Data points created from the more eccentric ellipse. (a) Gaussian noise ($\sigma = 10$). (b) Half low variance Gaussian noise ($\sigma = 5$) and half high variance Gaussian noise ($\sigma = 20$ in this visualisation). (c) Structured outliers sampled from noisy line segments.

2 Materials and methods

2.1 Experiments using synthetic data

In order to assess the performance of the ellipse fitting algorithms, synthetic, noisy data sets were created from known ellipse parameters. Two ellipses were considered with eccentricities of 0.66 and 0.98 (see Figure 2). Eccentricity is defined as $\sqrt{1 - \frac{b^2}{a^2}}$ where $a$ is the major semi-axis and $b$ is the minor semi-axis of the ellipse. Three types of data set were created from each of the two ellipses.

**Gaussian noise** Data points were sampled at uniform intervals along the ellipse with additive Gaussian noise in the direction normal to the ellipse contour. Data sets were created with $\sigma = 0, 10, 20, 30, 40, 50, 60$ and 70.

**Gaussian outliers** Some points were sampled with noise drawn from a low variance Gaussian ($\sigma = 5$) while the remainder had high variance Gaussian noise ($\sigma = 500$) thus creating outlying points. Data sets were created with the percentage of points with high variance noise set to $0\%, 10\%, \ldots, 90\%$.

**Structured outliers** This type of data set was designed to simulate structured noise by sampling some of the points from straight line segments close to the ellipse. All points were sampled with Gaussian noise ($\sigma = 5$) from a closed contour, $80\%$ from an elliptical arc, $10\%$ from a line segment orthogonal to that arc, and $10\%$ from another line segment rotated $45^\circ$ with respect to the first line segment. Data sets were created with the percentage of structured outliers set to $0\%, 10\%, \ldots, 90\%$.

An example from each type of data set is shown in Figure 3. Each example consisted of 38 points. LS fits using geometric and algebraic error functions and LMedS fits (with LS fine tuning on resulting inliers) using algebraic, weighted algebraic by gradient [4], foci bisector distance [4] and geometric error [5] functions were performed. The Euclidean distances between the original and recovered centre points were used as a measure of accuracy.

2.2 Experiments using radiographic data

The elliptical projections of acetabular rims in standard clinical radiographs typically have eccentricities between 0.8 and 1.0. A set of 19 radiographs containing Zimmer CPT prostheses with particularly eccentric rim projections ($> 0.96$) was obtained. The most accurate error-of-fit functions from the experiments using the synthetic data sets described above were selected. These were used to perform active ellipse localisation on the radiographs using robust LMedS fitting. Localisation was run twice on each image, providing 38 results per method. No LS fine tuning was performed on the resulting inliers.
3 Results

Figures 4-6 show the alpha trimmed means (α = 0.1) of the centre errors for each of the synthetic data sets. Each point on these plots was computed from 500 examples. In Figure 6 the centre error goes beyond the scale of the graph as selecting a large proportion of points from the clutter resulted in extremely eccentric and erroneous ellipses being generated.

![Figure 4. Centre errors for (a) less eccentric and (b) more eccentric synthetic ellipse data as a function of σ.](image)

![Figure 5. Centre errors for (a) less eccentric and (b) more eccentric synthetic ellipse data with Gaussian outliers.](image)

![Figure 6. Centre errors for (a) less eccentric and (b) more eccentric synthetic ellipse data with structured outliers.](image)

On the radiograph dataset, geometric fitting failed 15 times out of 38, foci bisector fitting failed 16 times and algebraic fitting failed 32 times. Given the difficulty of the data set and the absence of any LS fine tuning to inliers identified from the minimal subset (which increases the performance of all three error functions), the results using
LMedS geometric fitting were encouraging. An example of the output of each of these algorithms is shown in Figure 7.

![Figure 7. An eccentric rim with (a) failed algebraic, (b) successful foci bisector and (c) successful geometric fits.](image)

4 Discussion

In the presence of pure Gaussian noise, LS outperformed LMedS irrespective of the error-of-fit function used (see Figure 4). LS using the geometric error performed the best. Least squares fitting is based on an assumption of Gaussian noise and is optimal under these circumstances. On the more eccentric ellipse the difference between LS algebraic and LS geometric became more pronounced, with LS geometric performing better. The LMedS geometric and LMedS foci bisector methods were least accurate in this case.

However, the robust LMedS fitting was more accurate in the case of outliers, whether Gaussian or structured. The plots in Figures 5 and 6 show that LMedS using foci bisector or geometric error-of-fit functions performed best on both ellipse eccentricities. The only noticeable difference between these two methods before the breakdown point was at 40% structured outliers in Figure 6(b). Results obtained with greater than 50% outliers lie beyond the theoretical break-down point of LMedS and so not surprisingly are poor. LMedS fitting with algebraic and or weighted algebraic functions performed very poorly in the presence of structured noise (see Figure 6). In fact LS methods were better in this case as LS fitted to both the straight line segments and the elliptical arc, while LMedS algebraic and weighted algebraic tended to favour points on the line segments.

The LMedS methods using geometric, foci bisector and algebraic functions were compared on the radiographic data. The latter was included because it has been used previously for this application. LMedS geometric made the most successful estimates, just outperforming LMedS foci bisector. LMedS algebraic performed poorly.

These experiments demonstrated that in the presence of non-Gaussian noise, LMedS geometric fitting tended to perform slightly better than the foci bisector distance approximation. However, it is a computationally expensive method and in applications where speed is important the foci bisector distance is recommended as an error of fit function. The authors are not aware of any previous work in the literature using the geometric distance [5] as an error function for LMedS ellipse fitting.
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Feasibility study of a novel technique for constructing respiratory motion models, for use in 4D lung cancer radiotherapy planning
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Abstract. Respiratory motion causes many problems in radiotherapy treatment planning for tumours in the lung. We have developed a novel method of constructing subject specific motion models that model and predict the complex 4D motion and deformation in a region of interest surrounding the tumour over the respiratory cycle. The model is built from several ‘slabs’ of CT data acquired rapidly in cine mode, during Free Breathing (FB), and a reference CT volume acquired at Breath Hold (BH). The reference volume is non-rigidly registered to each of the FB datasets. The model is built by interpolating over time between the non-rigid transformations that result from the registrations, and enables a prediction of what would be imaged in the region of interest at any arbitrary Position in the Respiratory Cycle (PRC). Presented here is a description of the method used to make the motion models, and an initial assessment of the feasibility of the methods by expert visual inspection of the results from two patients.

1 Introduction

Respiratory motion is a major factor contributing to errors and uncertainties in tumour localisation when planning radiotherapy treatment of lung cancer patients. As lung tumours can exhibit substantial movement over the respiratory cycle, and it has been shown that the shape of this movement does not vary significantly over time [1], it will be extremely beneficial to incorporate prior knowledge of this movement into radiotherapy planning. It will also be advantageous to account for the movement and deformation of the surrounding healthy lung tissue in order to minimise the irradiation of healthy tissue. Compensating for the respiratory motion can be achieved by gating the radiotherapy treatment with a respiratory signal, activating the beam only when the motion model used for planning indicates that the tumour is in the correct location. Alternatively the motion model and respiratory signal can be used to attempt to track and follow the tumour movements with a robotic radiosurgery system [2].

In previous work carried out by members of our group, motion models of the deformation of the liver over the respiratory cycle have been constructed [3]. These were constructed by interpolating over time between the non-rigid transformations that resulted from registering a reference MR volume to a series of MR volumes acquired throughout the respiratory cycle. The difference between this work and the method presented here, other than the choice of organ and clinical application, is that the series of MR volumes, although acquired at different PRC, were all acquired at BH, requiring the patient to suspend breathing at different PRC. However, it is both difficult for most people to suspend their breathing at a variety of PRC, and it has been shown that there are substantial differences between the shape and position of anatomy in BH and FB volumes [4]. In later work the constructing of motion models of the lung from rapidly acquired FB MR volumes was attempted [4]. Limitations in the quality of such volumes prevented the non-rigid registrations, and only affine registrations and modelling was possible.

There have been several recently proposed methods of creating 4D CT volume sets for use in radiotherapy planning [5,6]. Some of these use a cine acquisition mode [5] similar to that used in our method presented here, and some use a slow helical acquisition [6] and a modified reconstruction algorithm. However, they all differ from our method in that they attempt to produce a set of actual volumes, whereas once the model has been built our method only uses one (reference) volume, and deforms this using non-rigid transformations.

2 Method

2.1 Data acquisition

In order to construct our motion models it is necessary to obtain a high quality reference CT volume. This will be registered to the FB volumes to construct the model and deformed by the non-rigid transformations to produce the model’s predictions. As the reference volume is not used in modelling the respiratory motion and
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needs to cover the entire lung it is acquired at BH, at full exhalation, as this has been shown to be the most reproducible PRC. As well as the reference volume, smaller volumes acquired during FB using the CT scanner’s cine mode are required. When volumes are acquired in the cine mode they are acquired and reconstructed with the couch in a fixed position. This enables rapid acquisition of a series of volumes, but the number of slices that can be simultaneously acquired (the size a ‘slab’ of cine data) is limited by the capabilities of the scanner. As the size of the slab of data is unlikely to cover the extent of the tumour movement and the region of interest, three contiguous slabs are acquired in adjacent couch positions. For each slab a series of 20 volumes are acquired over 15 seconds (0.5s x-ray time, 0.25s x-ray off time per volume), each volume consisting of 16 slices.

2.2 Non-rigid registration

The lung is segmented from the reference volume so that regions that are not expected to move with the lung are excluded. The registrations are performed using a modification of a non-rigid registration algorithm based on free form deformations using B-splines [7]. The reference volume is initially registered using an affine transformation to the FB volumes in order to align the reference volume with the different slab positions, and to account for some of the global motion due to respiration. The result of the affine registration is then used as an initial estimate for the non-rigid registration. The non-rigid registration is performed using a 17 x 17 x 7 Control Point Grid (CPG) with 21.83mm x 21.83mm x 3.75mm control point spacing.

2.3 Tracking the Position in the Respiratory Cycle (PRC)

It is necessary to assign each FB volume a PRC so that the results of the non-rigid registrations can be temporally interpolated over the respiratory cycle. To achieve this, the skin surface is automatically extracted from the FB volumes, by performing simple thresholding in the Anterior-Posterior (AP) direction. This gives a height for the skin (the AP co-ordinate) at every location specified by the Left-Right (LR) and Cranial-Caudal (CC) co-ordinates. Preliminary comparisons of the traces of the height of the skin, at 3 locations on the top and bottom slice of each slab show that there is no noticeable phase shift across each of the slabs, Figure 1. Hence the sum of the height of all locations of the extracted surface is used to increase the signal to noise ratio. Any regions of the traces that exhibit irregular breathing are excluded, and a sine wave is fitted to the remaining data points using non-linear least squares. The phase of the sine wave corresponding to each of the FB volumes is used to assign a PRC. As there is no observable phase shift across the slabs and the slabs are contiguous to each other, it is reasonable to assume there is no phase shift between the slabs, and therefore the PRC assigned to one slab will be implicitly in phase with the PRC assigned to another slab.

![Figure 1. A – Extracted skin surface showing the 6 locations that were tracked, B – the traces produced.](image)

2.4 Constructing the motion model

The motion model produces a prediction of what would be imaged over the entire region of interest at any arbitrary PRC. This is constructed by combining the predictions of what would be imaged in each slab at the specified PRC. The reference volume is deformed with a non-rigid transformation to produce the prediction for each slab. We then simply translate the slab predictions into their correct locations with respect to each other. The non-rigid transformations used to produce the predicted ‘slabs’ at an arbitrary PRC are calculated by temporally interpolating between the original non-rigid registration results.

In order to temporally interpolate between the non-rigid registration results, each degree of freedom of the transformations (that is the x, y, and z displacement for each control point, so for the CPG used there are 17 x 17 x 7 x 3 = 6069 degrees of freedom) are interpolated separately. For each of the selected FB volumes from a slab the value of the degree of freedom is plotted against PRC. A third order polynomial is then fitted to these data points using linear least squares, which relates the value of the degree of freedom to the PRC. The coefficients of the polynomial are calculated for each of the degrees of freedom and can then be used to predict the value of
each of the degrees of freedom, and hence the entire transformation, that will deform the reference volume to predict what would be imaged in the relevant slab at any PRC.

3 Results and evaluation

The method of constructing motion models outlined above was attempted using data from two patients, one with a left lower lobe para-vertebral tumour and the other with a right upper lobe tumour. The non-rigid registration of the reference volume to the FB volumes was assessed by expert visual inspection, and for both patients was judged to be high quality. The boundary of the lung, the boundary of the tumour, and other visible anatomical structures in the lungs (blood vessels, lung fissures etc.) all showed good matches between the deformed reference volume and the original FB volumes.

Examination of the extracted skin surfaces demonstrated that the simple thresholding was very effective at extracting the skin surface, as there were no noticeable locations of any of the FB volumes where the skin had been incorrectly detected. Fitting the sine wave to the traces of skin height in order to assign a PRC worked with varying degrees of success. The traces from two of the slabs from patient 1 and one slab from patient 2 had regions that exhibited irregular breathing and needed to be excluded, and although the sine waves generally fitted the remaining data well, there are some points where the fit is not as good, Figure 2 (A: 10, 16, 18. B: 4, 16).

![Figure 2. Traces of the extracted skin height, plotted against acquisition no. (time). Trace A shows how some regions exhibit irregular breathing and need to be excluded](image)

The ability of the motion model to predict the slabs individually was assessed by producing a predicted volume, using the PRC assigned to each of the original FB volumes, and comparing the real and predicted volumes by expert visual assessment. Again, a number of anatomical features were used to assess the results, and although the lung boundary did not match in the two volumes as well as it did in the original registration results, the boundary of the tumour and other anatomical features demonstrated a very good match between the predicted and actual volumes, as shown in Figure 3.

![Figure 3. Examples of the deformed reference volume (green) overlaid on the original FB volumes. A: patient 1 – slab 2 FB volume 7, B: patient 1 – slab 3 FB volume 9, C: patient 2 slab 2 FB volume 10.](image)

It is more difficult to assess the ability of the motion model to predict the entire region of interest, as it is impossible to obtain good quality data over this whole region at the same time. Hence, we assessed the overall performance of the model by producing predictions at several equally spaced PRC and examined the discontinuities in the lung and tumour boundaries and other anatomical structures. Overall there were very few discontinuities across the three slabs for either patient at any PRC, and both patients displayed smooth continuous movement of the tumour and other features between slabs, as shown in Figure 4.
Figure 4. A series of predictions of the entire region of interest from 5 equally spaced PRC. Note the continuity of anatomical structures from one slab to the next (slab boundaries have been indicated by a dark line).

4. Discussion and Further Work

The initial assessment we have performed indicates that the motion modelling technique described here has considerable potential for improving radiotherapy planning. Now that we have demonstrated the feasibility of our method of constructing motion models, it is necessary to evaluate the models in much more detail. Our group is currently working on developing means of thoroughly assessing and validating the motion models predictions and performance, and producing quantitative as well as qualitative measures of their success.

Although the results show there is much promise for this method, they have also indicated there are several potential refinements to the technique, many of which we plan to incorporate into future work. Data from a larger region of interest may be beneficial, and so more slabs of cine data could be acquired. Fitting a sine wave to the trace from the skin surface, in order to assign the PRC, assumes a constant frequency and amplitude of the respiratory cycle, over the slab acquisition period. This is probably not true but, due to the low temporal resolution of the cine acquisition, it is very difficult to account for changes in amplitude or frequency of respiration. Using an external device to record a respiratory signal at a higher temporal resolution (tracked skin markers, spirometry) should facilitate a more accurate PRC being assigned. Functions other than polynomials need to be investigated for use in the temporal interpolation, as polynomials are not the ideal functions. Issues of reproducibility of respiratory motion and amount of data required to model it also need to be investigated.
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A comparison of serial MR neuroimaging at 1.5T and 3T
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1 Introduction

Serial MR studies that seek to identify subtle changes over time typically involve registration and subtraction of the images from different time-points, followed by visual inspection or quantitative analysis of the difference images [1,2,3]. It is desirable to transfer serial MR imaging research protocols from one scanner to another, or to aggregate results from studies acquired on different scanners, for example for multicentre studies. With the increasing availability of MR scanners with a 3T field strength, it is important to study the consequences of this field strength difference on serial MR studies. We therefore compare serial magnetic resonance (MR) image registration results from similar acquisitions at 1.5T and 3T on 5 volunteer subjects.

2 Method

2.1 Image acquisition

Images were acquired on a 1.5T and a 3T Philips Intera scanner (Philips Medical Systems, Best, The Netherlands). The MR sequence was matched as closely as possible between scanners. A 3D gradient echo sequence (MPRAGE, flip angle of 8°, 1.2mm cubic voxels, readout AP) had the inversion time (TI) optimised, within the constraints of the acquisition, to give similar contrast (TI = 900 ms at 1.5T, TI = 1250 ms at 3T). Scans from 4 subjects were acquired using a birdcage coil at both field strengths (transmit receive at 3T, receive only at 1.5T). The remaining subject was scanned using an eight-element array coil at both field strengths. Using the array coils, a reference scan was used to correct for RF inhomogeneity (SENSE factor 1). Images were acquired, twice at each field strength, from five volunteers.

2.2 Image analysis

Each pair of images (a baseline and repeat scan acquired from a single subject at the same field strength) was rigidly registered by optimisation of normalised mutual information using the vtkCISG software package with 3 resolution levels, 64 bins and a maximum of 100 iterations. (www.image-registration.com). Difference images were produced by subtracting the repeat scans, which had been transformed using a Hanning windowed sinc interpolation (total width 12 voxels), from the baseline scans. The difference images were re-formatted in the coronal plane and the slice with the most severe flow artefact visually identified from each scan pair at each field strength. The artefacts in this slice were then assessed both quantitatively and qualitatively.

Quantitative analysis: Two regions of interest (ROI) were then identified in the selected slice. The artefact ROI was placed over an area in the difference image with the most severe flow artefact and the reference ROI placed over an area where no artefact was suspected, as shown in Figure 1. The standard deviation of the difference values in each ROI was calculated, and the ratios of these standard deviations were then compared.

Qualitative analysis: The artefacts in the reformatted coronal slice were visually assessed by an observer who was blinded to the field strength used. The difference images were all windowed to +/- 35 % of the cortical grey matter intensity (the mean intensity in similar regions of cortex in the baseline scan of each scan pair). The
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selected difference image slices acquired from the same volunteer with the same coil at 1.5T and 3T were paired together. The pairs of difference images were randomly ordered, and shown to the observer, alongside the corresponding coronal cross sections from the baseline scans. The observer was asked to view the pairs of difference images (one from 1.5T, the other from 3T, randomly ordered), and rank the artefacts on a 5-point scale (much worse, slightly worse, same, slightly better, much better).

3 Results

3.1 Images

Some of the acquired images and the generated difference images can be seen below.

Figure 2. Subtraction images 1.5T

Figure 3. Subtraction images 3T
3.2 Quantitative analysis

In the tables below are the ROI standard deviations measured from difference images produced from both the images acquired at 1.5T, see Table 1, and those from images acquired at 3T, see Table 2.

### Table 1. Results from 1.5T difference images

<table>
<thead>
<tr>
<th></th>
<th>Artefact standard deviation</th>
<th>Non-artefact standard deviation</th>
<th>Ratio of the standard deviations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volunteer 1</td>
<td>18.79</td>
<td>9.79</td>
<td>1.919</td>
</tr>
<tr>
<td>Volunteer 2</td>
<td>17.00</td>
<td>11.37</td>
<td>1.495</td>
</tr>
<tr>
<td>Volunteer 3</td>
<td>18.50</td>
<td>11.31</td>
<td>1.636</td>
</tr>
<tr>
<td>Volunteer 4</td>
<td>13.27</td>
<td>10.60</td>
<td>1.252</td>
</tr>
<tr>
<td>Volunteer 5</td>
<td>21.57</td>
<td>11.60</td>
<td>1.859</td>
</tr>
<tr>
<td>Average</td>
<td>17.83</td>
<td>10.93</td>
<td>1.632</td>
</tr>
</tbody>
</table>

### Table 2. Results from 3T difference images

<table>
<thead>
<tr>
<th></th>
<th>Artefact standard deviation</th>
<th>Non-artefact standard deviation</th>
<th>Ratio of the standard deviations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volunteer 1</td>
<td>71.81</td>
<td>14.88</td>
<td>4.826</td>
</tr>
<tr>
<td>Volunteer 2</td>
<td>48.11</td>
<td>15.40</td>
<td>3.124</td>
</tr>
<tr>
<td>Volunteer 3</td>
<td>55.13</td>
<td>14.10</td>
<td>3.910</td>
</tr>
<tr>
<td>Volunteer 4</td>
<td>48.31</td>
<td>15.02</td>
<td>3.216</td>
</tr>
<tr>
<td>Volunteer 5</td>
<td>60.19</td>
<td>15.85</td>
<td>3.797</td>
</tr>
<tr>
<td>Average</td>
<td>56.71</td>
<td>15.05</td>
<td>3.775</td>
</tr>
</tbody>
</table>

It is clear from tables 1 and 2 that the artefact level at 3T is larger than at 1.5T (more than twice as large on average), and this difference was found to be significant at the 5% level using a Student’s t-Test (p=0.0006).
3.3 Qualitative results

An observer rated the images acquired from 3T as having the more pronounced flow artefacts in all 5 sets of images, with one set’s flow artefacts rated much more pronounced at 3T. Also more of the coronal slices showed clear flow artefacts in the 3T difference images compared with the 1.5T difference images.

4 Discussion

Comparison of 1.5T and 3T images showed the expected differences in gradient calibration and contrast, see Figures 4,5. However, on inspection of the registered difference images, more pronounced flow artefacts could be seen in the 3T images. These artefacts were quantified and found to be significantly larger at 3T (p<0.05). At 1.5 T the resulting difference images are dominated by noise, see Figure 2, but at 3T they are dominated by flow artefacts that appear to arise from the carotid siphons, see Figure 3. In all of the 1.5T images more lateral artefacts dominate, while more medial artefacts were much less visible. However at 3T the most pronounced flow artefacts were more medial, although clear artefacts were also visible more laterally. These patterns were found using both birdcage and the array coils. For one array coil examination (not one of the five pairs referred to above), a single coil element malfunctioned at the time of the acquisition, and the difference image from this scan clearly shows the resulting artefact, see Figure 6.

5 Conclusion

This study has illustrated some of the difficulties of transferring image acquisition and analysis protocols from 1.5T to 3T, or carrying out studies that seek to aggregate data from 1.5T and 3T scanners. Further investigation is needed in order to quantify and minimize this effect.
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1 Introduction

We investigate the performance of state-of-the-art segmentation tools when processing multi-site structural MRI brain data. T1 and dual-echo T2/PD data was acquired at both 1.5T and 3T with two coils (Birdcage & Array Coil) and varying SENSE factors. The effects of differing magnet field strengths and coil configurations on tissue classification was studied both qualitatively and quantitatively.

2 Method

\textbf{Image acquisition} All images were acquired on 1.5T and 3T Philips Intera scanners. Both machines had 8-element array coils and birdcage coils (transmit & receive at 3T, receive only at 1.5T). The MR sequences were matched as closely as possible between scanners. The 3D gradient echo sequence (MPRAGE, flip angle of 8 degrees, 1.2mm cubic voxels, readout AP) had the inversion time optimized, within the constraints of the acquisition, to give similar contrast. Using the array coils, a reference scan was used to correct for RF inhomogeneity (SENSE factor 1). Images were acquired from two volunteers, both imaged twice in each field strength and coil combination.

\textbf{Image analysis} Analysis was carried out using tools from FSL (FMRIB Software Library – www.fmrib.ox.ac.uk/fsl). The single and multi-channel segmentation tool used, FAST/mFAST [Zhang 2001], incorporates iterative bias field removal that is conducted alternately with the hard segmentation iterations. This bias field correction involves applying lowpass smoothing filters to the residual mean and mean residual covariance fields. The segmentation algorithm can make use of spatial segmentation priors. FAST and mFAST perform finite Markov Random Field mixture modelling to produce partial volume tissue-type estimates, which we used in the quantitative cerebro-spinal fluid, grey matter and white matter volumetric segmentation calculations. The workflow procedure is designed to minimize the variation due to the brain extraction (BET [Smith 2002], required as a pre-processing step before running FAST and mFAST) through the derivation of a single brain mask for each subject to be used to preprocess data from all scanners, coils, and acquisitions; optimal algorithm parameters are selected for a representative T1 image by an expert user. The brain mask for a given subject is then propagated to that subject’s different scans through the use of a linear image registration tool, FLIRT [Jenkinson 2002].

Through such a workflow it is ensured that interpolation problems are removed as all segmentations are performed in native space. Given that different scanners have slightly different calibrations, BET is also used to extract the skull, which is used to give a normalisation (scaling) constant in the propagation of brain masks and comparisons of voxel counts.

3 Results

In general the segmentations obtained using FAST from the T1-weighted gradient echo images for the same subject looked similar to each other visually but with some misclassification of true deep grey matter.

The segmentations of the T2/PD-weighted pair obtained using mFAST were quite dissimilar to the segmentations obtained from the T1-weighted images due to the differing physical spin relaxation processes being measured.

Individual voxel tissue classification differences could be observed visually.
Qualitative comparison of Segmented T1-weighted images for one subject

| (A) 1.5T Birdcage | (B) Repeat of (A) | (C) 3T Birdcage | (D) 1.5T Array Coil |
Quantitative Results

A normal healthy subject has T1-weighted scans taken and repeated with Birdcage and Array Coils at both 1.5T and 3T

<table>
<thead>
<tr>
<th>Subject A T1 Image</th>
<th>Scaling</th>
<th>Raw CsF mm3</th>
<th>% CsF Scaled</th>
<th>Raw Grey mm3</th>
<th>% Grey CsF</th>
<th>Raw White mm3</th>
<th>% White CsF</th>
<th>Total mm3</th>
<th>Scaled Total mm3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A) Birdcage 1.5T</td>
<td>1.18403</td>
<td>204.1</td>
<td>13.9</td>
<td>723.9</td>
<td>49.1</td>
<td>545.3</td>
<td>37.0</td>
<td>1473.3</td>
<td>1744.4</td>
</tr>
<tr>
<td>(B) Birdcage 1.5T Repeat of (A)</td>
<td>1.18403</td>
<td>202.9</td>
<td>13.8</td>
<td>720.0</td>
<td>48.9</td>
<td>549.0</td>
<td>37.3</td>
<td>1471.9</td>
<td>1743.9</td>
</tr>
<tr>
<td>(C) Birdcage 3T</td>
<td>1.14533</td>
<td>240.0</td>
<td>16.0</td>
<td>719.2</td>
<td>48.0</td>
<td>539.9</td>
<td>36.0</td>
<td>1499.1</td>
<td>1716.9</td>
</tr>
<tr>
<td>(D) Birdcage 3T Repeat of (C)</td>
<td>1.14553</td>
<td>239.0</td>
<td>16.0</td>
<td>718.2</td>
<td>47.9</td>
<td>541.0</td>
<td>36.1</td>
<td>1498.2</td>
<td>1716.2</td>
</tr>
<tr>
<td>(E) Array Coil 1.5T</td>
<td>1.18403</td>
<td>256.0</td>
<td>17.4</td>
<td>662.9</td>
<td>45.1</td>
<td>552.4</td>
<td>37.5</td>
<td>1471.3</td>
<td>1742.1</td>
</tr>
<tr>
<td>(F) Array Coil 3T</td>
<td>1.14553</td>
<td>243.5</td>
<td>16.2</td>
<td>725.5</td>
<td>48.2</td>
<td>536.1</td>
<td>35.6</td>
<td>1505.1</td>
<td>1724.1</td>
</tr>
</tbody>
</table>

A second normal healthy subject has T1-weighted scans taken at both 1.5T and 3T with Birdcage coils and scan repeats.

<table>
<thead>
<tr>
<th>Subject B T1 Image</th>
<th>Scaling</th>
<th>Raw CsF mm3</th>
<th>% CsF Scaled</th>
<th>Raw Grey mm3</th>
<th>% Grey CsF</th>
<th>Raw White mm3</th>
<th>% White CsF</th>
<th>Total mm3</th>
<th>Scaled Total mm3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A) Birdcage Coil 1.5T</td>
<td>1.40029</td>
<td>179.8</td>
<td>14.3</td>
<td>632.2</td>
<td>50.2</td>
<td>448.2</td>
<td>35.6</td>
<td>1260.2</td>
<td>1764.6</td>
</tr>
<tr>
<td>(B) Repeat of (A)</td>
<td>1.40029</td>
<td>179.1</td>
<td>14.2</td>
<td>633.8</td>
<td>50.3</td>
<td>447.2</td>
<td>35.5</td>
<td>1260.1</td>
<td>1764.5</td>
</tr>
<tr>
<td>(C) Birdcage 3T</td>
<td>1.38896</td>
<td>200.0</td>
<td>15.3</td>
<td>663.7</td>
<td>50.6</td>
<td>446.8</td>
<td>34.0</td>
<td>1310.5</td>
<td>1820.2</td>
</tr>
<tr>
<td>(D) Repeat of (C)</td>
<td>1.38896</td>
<td>198.6</td>
<td>15.2</td>
<td>663.6</td>
<td>50.6</td>
<td>448.4</td>
<td>34.2</td>
<td>1310.6</td>
<td>1820.3</td>
</tr>
</tbody>
</table>
Discussion of Results

These preliminary results suggest that repeat scans on the same scanner using the same RF coil have closer agreement than scans acquired at different field strengths (1.5T vs 3T), or using different RF coils (birdcage vs. array). These differences between scanning technologies could confound inter-subject differences being studied. This could be for one or more of the following reasons: the images have different contrast to noise ratios, and different B1 inhomogeneity; the segmentation workflow procedure, which was designed carefully to reduce the amount of brain extraction necessary, may introduce a bias; the segmentation tool (FAST) used may introduce a bias. The relative contribution of these factors needs further investigation.

Major differences could be seen qualitatively in the segmentation images between T1-weighted and T2/PD-weighted dual-echo acquisitions of the same subject, particularly in the deep grey matter structures of the inner brain.

4 Conclusion

This study has illustrated some of the difficulties in transferring image acquisition and analysis protocols from 1.5T to 3T and between differing types of RF coil arrangements, or of carrying out studies that seek to aggregate data from such scanners. Further research is needed to minimize these issues in order to make it possible to carry out large-scale multicentre neuroimaging studies.

The quantitative study of segmentation results has been seen to involve wider image processing issues such as the confounding factors of the use of Brain Extraction tools (BET) as a pre-processing step, the required use of linear registration tools to carry brain masks to native space and its use in the scaling of voxel sizes using the normalisation factor of the skull. Further investigation is needed in order to establish the exact relationship in the changes observed in this study, and then to find methods to minimize or understand better such differences. We also intend to study the interaction of the various smoothing controls (i.e., smoothing extent of bias field and of segmentation labelling) in the segmentation process and the different kinds of bias field found at different field strengths and with different kinds of RF coils.
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Improved T1 estimation in contrast enhanced MRI for pathology detection using optimum flip angle acquisitions
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Abstract

In this paper we establish a new methodology for the selection of multiple optimum flip angle acquisitions prior to injection of contrast agent during breast screening, by extending our recently developed mathematical framework [1]. We formulate the problem using the standard MR signal model and perform error analysis assuming that errors in estimating $T_1$ are due to signal noise. Our objective minimization function depends explicitly on the noise model for the MR signal and the flip angle. We determine analytically the optimum flip angle which minimizes the error in estimation of $T_1$ values that are characteristic of tumor types. We use our analytic derivation of the optimum flip angle to provide an extension of the recent method by Armitage et al. [2] and Monte-Carlo simulations of real data to demonstrate that our protocol is significantly more accurate and more stable to noise with identical computational cost. The resulting $T_1$ maps obtained by the proposed method are proved to be more reliable and can therefore be used for improved diagnosis of breast disease.

1 Introduction

Dynamic contrast-enhanced magnetic resonance imaging (CE-MRI) is an MRI technique which assesses tissue properties. Contrast agent (typically Gd-DTPA) is injected into the patient immediately prior to acquiring a series of $T_1$ weighted MRI volumes using eg. Fast Spoiled Gradient (FSPGR) echo sequences, with a temporal resolution currently around a minute [3,4]. The presence of contrast agent within an imaging voxel results in an increased signal that can be observed during the time course of the experiment. Different tissue types have different contrast uptake properties and such signal-time curves enable their identification. Study of these curves has been used clinically to identify and characterize tumors into malignant or benign classes, although success has been variable with generally very good sensitivity (> 95%) but often quite variable specificity.

The primary reason for the poor specificity is that pharmacokinetic modelling of uptake curves is based on the erroneous assumption that relative signal enhancement (RSE) is linearly proportional to contrast agent concentration. It has been shown [5] that this relationship is non-linear and that it can be represented as a function of two variables: $T_{10}$, the $T_1$ tissue relaxation time before injection of the contrast agent, and the concentration of the contrast agent. Given the RSE, an accurate measurement of $T_{10}$ suffices for determination of the contrast agent concentration and more reliable classification of breast tissues according to the uptake curves of the pharmacokinetic model.

In a recent study on the measurement of $T_{10}$, Armitage et al. [2] developed a method based on Monte-Carlo simulations for minimizing the error in $T_{10}$ estimation arising from signal noise with respect to the choice of flip angle. The method is feasible in determining up to 3 optimum flip angles for signal acquisition for the measurement of $T_{10}$, but cannot predict a fourth or subsequent flip angle acquisition in real time applications. In addition it has been demonstrated that an increasing number of flip angle acquisitions leads to increasingly accurate $T_{10}$ values obtained after linear fitting of the data. In this paper we show that a determination of a fourth and subsequent flip angles is obtainable at no additional cost by extending the method of Armitage. This is achieved by a concise error analysis which leads naturally to the establishment of the relationship between the noise model for the signal and the set of flip angles which minimize the error in $T_{10}$ estimation. Following the formulation of the problem, in Section 2, Section 3 provides the solution and a critical comparison of our proposed method against the method of Armitage et al. in terms of numerical stability, robustness and accuracy, using synthetic data. Monte-Carlo simulations demonstrate a clear advantage of our proposed method. This new method results in improved $T_{10}$ mapping of breast tissue and can be used to enable more accurate diagnosis of breast cancer by enabling more reliable classification of breast tissue, especially in classifying tumour types.

2 Methodology for the measurement of longitudinal relaxation time and problem formulation

The standard model of the signal generated at a voxel by a gradient echo MR pulse sequence prior to injection of contrast agent, is given by:

$$S = g\rho e^{-\frac{TE}{T_{20}}} \sin(\alpha) \frac{1 - e^{-\frac{TR}{T_{10}}}}{1 - \cos(\alpha) e^{-\frac{TE}{T_{10}}}},$$

(1)

where $S$ is the measured signal, $g$ is the scanner gain, $\rho$ is the proton density, $TE$ the echo time, $TR$ the repetition time, $\alpha$ the flip angle and $T_{10}$ and $T_{20}$ are the longitudinal and transverse relaxation times respectively. From now on, we write

$$k = g\rho e^{-\frac{TE}{T_{20}}}.$$

(2)
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Proposed methods for measuring $T_{10}$ in current 3D breast imaging include inversion recovery protocols [6] and gradient echo sequences acquired with variable $TR$. Both are extremely time inefficient [2]. Instead, variable flip angle methods are the most viable option. Our focus in this paper is to examine which selection of variable flip angle acquisitions produce $T_{10}$ measurements with the highest accuracy.

Multiple angle acquisitions can be used to determine $T_{10}$ by fitting of the signal equation (1) to data. This is achieved by a re-arrangement of equation (1) such that:

$$\frac{Y}{\sin \alpha} = e^{-\frac{A}{TR}} \frac{X}{\tan \alpha} + k(1 - e^{-\frac{B}{TR}}),$$

and $T_{10}$ is obtained by the intersection of the line with the $x$-axis [7]. This method can be used to produce a resulting value for $T_{10}$ for each voxel location which can then be represented as an image ($T_{10}$ map). An increasing amount of signal acquisitions is a time consuming process that may prolong a scanning session and cause inconvenience to the patient, but also introduces corruption of the obtained scanner data by patient movement that must be compensated for during the data analysis. It is therefore crucial that an a-priori protocol for signal acquisitions is known so as to compensate between the increasing amount of signal acquisitions required for obtaining stable values for $T_{10}$ and the time constraints imposed by the need for rapid screening with the least possible patient inconvenience. This protocol should consist of a reasonable amount of flip angle acquisitions which optimize the accuracy in the obtained value for $T_{10}$ as predicted by fitting the obtained data to equation (3). The common problem encountered is the existence of noise in the signal acquisitions, due to magnetic field inhomogeneities, radio frequency pulse miss-calibrations or corruption of the MR signal by the resistance of the receiver coil of the scanner or the particular condition of the patient. Moreover, there is currently no criterion which can determine the optimum number of flip angle acquisitions, beyond which no further improvement in the value of $T_{10}$ can occur. A proposed protocol for signal acquisition for accurate $T_{10}$ mapping should express clearly the quantitative and qualitative relationship between signal noise and optimum flip angle selection, a task that has not been addressed so far.

3 Analysis of the error in the measurement of $T_{1}$

To study the error in the measurement of $T_{10}$ using low flip angle acquisitions as described in Section 1, we suppose that at each voxel location $\vec{x}$ there exists a random error to the signal due to noise denoted by $E_S(\vec{x})$ and a corresponding error for $k$ denoted by $E_k(\vec{x})$. The following theorem provides the error in the measurement of the parameter $T_{10}$ using a FSPGR echo pulse sequence.

Theorem 3.1. Let $\hat{S} = S + E_S(\vec{x})$ and $\hat{k} = k + E_k(\vec{x})$, where $S, k$ are the real values of the signal and the parameter $k$ respectively and $E_r$ denotes the corresponding random errors. If $T_{10}$ represents the actual value of $T_{10}$ at $\vec{x}$, the resulting value of $T_{10}$ using a FSPGR echo pulse sequence is

$$T_{10} = T_{10} - \frac{W_n}{W_d} + O(max(E_S, E_k)^2),$$

where

$$W_n = (E_S(e^{\frac{T_{10}}{T_{R}}} - \cos(\alpha)) - E_k \sin(\alpha)(e^{\frac{T_{10}}{T_{R}}} - 1))T_{10}^2, \quad W_d = T R(k \sin(\alpha) - S \cos(\alpha))$$

To minimize the leading order error in $T_{10}$ with respect to the choice of flip angles, we need to minimize the following quantity:

$$W = \left| \frac{E_S(e^{\frac{T_{10}}{T_{R}}} - \cos(\alpha)) - E_k \sin(\alpha)(e^{\frac{T_{10}}{T_{R}}} - 1)}{k \sin(\alpha) - S \cos(\alpha)} \right|.$$  

The denominator $F = F(\alpha; T_{R}, T_{10}, k) = k \sin(\alpha) - S \cos(\alpha)$ is an increasing function of the flip angle $\alpha$ for all $T_{R}, T_{10}$ and $k$. Thus, there exists a constant $C > 0$ such that $F(\alpha; T_{R}, T_{10}, k) > C$ for all $\alpha, T_{R}, T_{10}$ and $k$. We deduce

$$|W| \leq \left| \frac{E_S(e^{\frac{T_{10}}{T_{R}}} - \cos(\alpha)) - E_k \sin(\alpha)(e^{\frac{T_{10}}{T_{R}}} - 1)}{C} \right|. $$

Therefore $\min_\alpha |W|$ is less than the minimum of the RHS of (6) with respect to $\alpha$. Thus, the minimization problem reduces to the minimization of $E = \|X_1 - X_2\|$ with respect to the flip angle $\alpha$, where $X_1$ and $X_2$ denote the random variables

$$X_1 = E_S(e^{\frac{T_{10}}{T_{R}}} - \cos(\alpha)), \quad X_2 = E_k \sin(\alpha)(e^{\frac{T_{10}}{T_{R}}} - 1).$$

Assuming Gaussian errors $E_S \sim N(0, \sigma_S)$ and $E_k \sim N(0, \sigma_k)$ for every pixel, it follows that $X_1 \sim N(0, \sigma(X_1))$ and $X_2 \sim N(0, \sigma(X_2))$, where

$$\sigma(X_1) = \sigma_S(e^{\frac{T_{10}}{T_{R}}} - \cos(\alpha)), \quad \sigma(X_2) = \sigma_k \sin(\alpha)(e^{\frac{T_{10}}{T_{R}}} - 1).$$
Because $\lambda_1$ and $\lambda_2$ have the same sign (see [1] for proof), the error in $T_{10}$ estimation becomes smallest when these standard deviations are as close to each other as possible for appropriate choice of flip angle. We can therefore obtain the unique optimum flip angle if we choose it such that:

$$e^{-\frac{TR}{T_{10}}(\sigma_S \cos(\alpha) - \sigma_k \sin(\alpha)) - (\sigma_S - \sigma_k \sin(\alpha))} = 0.$$  \hspace{1cm} (8)

This non-linear function of $\alpha$ may be solved using the Gauss-Newton method. We can overcome the spatial constraint that equation (8) imposes by choosing a global (independent of $T_{10}$) flip angle which minimizes the error in the larger $T_{10}$ values by rearranging equation (8) and taking:

$$e^{-\frac{TR}{T_{10} \text{max}}(\sigma_S \cos(\alpha) - \sigma_k \sin(\alpha))} = 1.$$  \hspace{1cm} (9)

In doing so, we do not lose accuracy in the optimum flip angle and $T_{10}$ estimation. The reason is that the resulting flip angle does not depend strongly on the exponential factor: for given $TR$ from the pulse sequence protocol, the optimum flip angle as a function of $T_{10}$ in the allowable range for the breast$^1$ is practically constant, with variations that do not exceed one degree. In general, the flip angle variation is an increasing function of the ratio $\sigma_S/\sigma_k$. Thus the method is also robust for variable $T_{10}$ and the accuracy is guaranteed for the upper range of $T_{10}$ values that are characteristic of tumor types.

### 3.1 Noise model for $k$ and iterative multiple optimum flip angle determination

The method for determining optimum flip angle acquisition using (9), requires a Gaussian white noise model for the signal $S$ and $k$. The former can be determined by an off-line phantom experiment. To obtain the value of $T_{10}$ we require also the value of $k$ at each voxel. For those requirements we use the method of Armitage et al. to determine an optimum triplet of angles for $T_{10}$ mapping. The method of Armitage et al. [2] for determining the critical flip angles in a FSPGR echo pulse sequence which minimize the error in $T_{10}$ estimation is summarized as follows: For a fixed value of $T_{10}$ in $\{T_{10}\}$ and for given $TR$ and randomly chosen $k$, the authors obtain the value of the signal $S_i$ subject to a random flip angle $\alpha_i$ via equation (1). Then they corrupt $S_i$ via Gaussian white noise of a given standard deviation and produce $N$ corrupted signals $S_i^N$ which they use to obtain the corresponding corrupted values $T_{10}^N$. For all $\alpha_i \leq 90^\circ$, they generate a corresponding sequence $a_i(T_{10}) = \{T_{10}^N\}_\alpha^i$ for each $T_{10}$. They choose $F(\alpha_i) = \sum(\sigma_i(T_{10}))$ as their objective minimization function ($\sigma(\cdot)$ denoting standard deviation) and obtain three low flip angles $\alpha_1 = 3^\circ$, $\alpha_2 = 10^\circ$, $\alpha_3 = 17^\circ$, each corresponding to a minimum of $F$. They derive an estimated value for $T_{10}$ by fitting of the three corresponding signal acquisitions following [8].

Once the triplet of optimum flip angles is known via the method of Armitage et al. along with the noise model for the signal obtained using a phantom experiment, the Monte-Carlo method can be used to generate a noise model for $k$ as follows: For any random fixed values for $k$ and $T_{10}$, the given pulse sequence parameters and the three obtained optimum flip angles (2), we can generate corresponding signal values. Then we corrupt these signals by the given noise model for the signal and we fit the resulting three signals following [8] in order to obtain the corrupted estimate for $k$, denoted by $\hat{k}$. Repeating the procedure enough times produces a statistical distribution for $\hat{k}$, whose standard deviation provides the desired noise model for the $k$ map. Once this is known, equation (9) can be used to provide the next optimum flip angle acquisition. Thus, a new flip angle acquisition is obtained from the known three angle acquisitions automatically, at no additional computational cost. Having a fourth optimum flip angle acquisition, we can perform new Monte-Carlo simulations with given noise model for the signal as above to obtain a new, more accurate estimate for the noise model for $k$. This in turn will result to a new predicted optimum flip angle from equation (9) and the process can be repeated iteratively, until the newly predicted optimum flip angle acquisition is closer to any previously determined optimum flip angle acquisition specified by a given threshold. This is an iterative procedure for computing optimum flip angle acquisitions once the parameters of the scanning sequence are provided and results to more accurately determined $T_{10}$ values according to [7], [2]. All Monte-Carlo simulations and the determination of optimum flip angles can take place off-line once the parameters of the scanning sequence have been provided.

### 3.2 Comparisons with current protocols for accurate measurement of longitudinal relaxation time and validation on synthetic data

To compare our method with that of Armitage et al. [2] in terms of numerical stability and robustness, we work as follows: for any random value of $T_{10}$ within $\{T_{10}\}$, fixed $TR = 0.0089$ sec as chosen in [2] and a random value of $k$, we evaluate the signals corresponding to the three flip angles predicted by [2] ($3^\circ$, $10^\circ$, $17^\circ$). We corrupt each of these three signals according to a given Gaussian white noise model with standard deviation $\sigma_S$ which is fixed from now on. We then fit the signals to compute the estimated $T_{10}$ following [2] and we also predict a Gaussian noise model for $k$ by Monte-Carlo simulations as described in Section 3.1. This determines a fourth optimum flip angle $\alpha_4$ via equation (9). We then use the given $k$ and $T_{10}$ values to simulate a signal acquisition at the flip angle $\alpha_4$ and we corrupt the resulting signal by the given noise model. We then fit the noisy data corresponding to the

$^1$From now on, we denote the set of allowable $T_{10}$ values for the breast by $\{T_{10}\}$.  
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acquisitions $\alpha_1 = 3^\circ$, $\alpha_2 = 10^\circ$, $\alpha_3 = 17^\circ$ and $\alpha_4$ to equation (3) and determine $T_{10}$. During this process we have produced a statistical distribution for $T_{10}$ predicted values that corresponds to the statistical distributions of the corrupted signals that were used for its derivation. This enables us to define an objective minimization function $f(T_{10}) = \sigma_{T_{10}} \| T_{10} - mean(T_{10}) \|$ as a measure of testing the performance of the two algorithms. Figure 1(a) demonstrates the comparison of the performance of the method of Armitage et al. against the proposed method and plots $f(T_{10})$ against signal noise which ranges from 1% up to 10% of the original signal. Figure 1(b) compares the two methods using $f$ as a comparison measure, for the whole range of $T_{10}$ values when the signal noise is 1% of the original signal.

4 Discussion and Conclusion

This paper presents a new approach in determining multiple optimum angle acquisitions for MR breast cancer diagnosis, using measurements of the $T_{10}$ longitudinal relaxation time which is characteristic of tumor types. The method is based on error analysis of the signal model that enables an analytic formulation of the error in $T_{10}$ estimation, in terms of pulse sequence parameters and noise. This is used to define an optimum angle acquisition via a single equation. The method of Armitage et al. is used as a stepping stone towards estimating the parameters of our equation in order to predict new optimum flip angle acquisitions iteratively, until some pre-defined tolerance has been reached. The analytic formulation of the method clarifies for first time explicitly the role of noise and pulse sequence parameters in selecting optimum flip angles in FSPGR echo sequences. In vitro experiments demonstrated the proposed method to be more stable to signal noise and more robust for all $T_{10}$ values in $\{T_{10}\}$ when compared with the method of Armitage et al [2]. The new protocol is expected to provide highly accurate $T_{10}$ maps and would be a valuable tool towards reliable assessment of breast disease.
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Generation of multi-phase (4D) CT data based on a nonrigid voxel intensity registration approach and MR breath hold scans
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Abstract. The aim of the work presented here is to propose an approach to generate multi-phase CT data that make use of a non rigid voxel intensity registration technique and 3D MR breath hold scans. The proposed approach is based on a respiratory motion model derived from 3D MR imaging scans. The 3D MR scans were acquired on 8 patients at different respiration levels over the respiratory cycle. All patients were imaged at four positions between full exhalation and full inhalation while holding their breath for about 15 seconds for each scan. For this purpose, a Turbo flash T1 imaging sequence was used to enhance the signal intensity. All patients had a diagnostic CT scan at full inspiration prior to the MR imaging session on the same day. To quantify the respiratory motion throughout the breathing cycle, all 3D volumes were registered with respect to full expiration using a non rigid voxel intensity-based technique. The resulting sequence of model parameters, reflecting the respiratory motion over the respiratory cycle, was used to generate the multi-phase CT data from the single CT volume. Prior to the generation of the multi-phase CT data, the CT volume was registered to the corresponding breath-hold MR volume. The quality of the registration and fusion results and the generated CT breathing phases was checked by visual inspection and was further assessed by measuring the mismatch between the centres of tumour lesions with well defined borders in both CT and MR. The results obtained by this approach indicated that the mismatch between the centres of lesions between CT and MR was in the order of the slice thickness of CT and MR data, which is suitable for reducing respiration motion artefacts in our intended clinical application: the use of multi-phase CT data for phase-dependent respiratory motion correction in combined PET/CT scans of the chest and the abdomen.

1 Introduction

In recent years there has been a growing interest in acquiring multi-phase or four dimensional (4D) Computed Tomography (CT) data due to the lack of motion information of moving structures in single three Dimensional (3D) CT volumes, essential for chest and abdomen studies. Potential clinical applications could be radiation therapy for quantifying the extent of tumour and recently, with the introduction of the combined PET/CT scanners, the problem of respiratory motion-induced artefacts due to the use of CT images for attenuation correction of the PET emission data. The common requirement for the above-mentioned clinical applications is the availability of 4D CT images in which the internal motion as a function of the respiratory cycle can be quantified. However, and due to dose considerations in CT, the acquisition for multi-phase 4D CT data sets influenced by respiratory motion is not allowed in current clinical routine practice. Different respiratory gating techniques, retrospective image reconstruction and scanning protocols using both single slice and multi-slice CT scanners have been investigated [1-3], however they remain complex and impractical in patient-by-patient basis. The aim of this work is to address this issue by proposing an image processing-based approach to generate the multi-phase CT data that makes use of a fully automatic non rigid voxel intensity registration technique and breath hold Magnetic Resonance (MR) scans.

2 Method and Materials

2.1 Data acquisition

Both CT and MR scans were acquired on eight patients (6 male and 2 female; mean age 59 years, range 49-79 years) on the same day. The patients had cystic lesions mainly in the liver or the kidneys. All patients were first scanned in a 16-slice MSCT scanner (Sensation 16, Siemens Medical Solutions, Erlangen, Germany), according to routine protocols at maximum inspiration using intravenous contrast agent. The scans were performed with elevated arms in breath-hold inspiration. Image reconstruction resulted in 512 x 512 images with 0.72 x 0.72 mm\textsuperscript{2} pixel size and a slice thickness of 5 mm using a 5 mm reconstruction increment.

The 3D MR scans were carried out on a 1.5 T scanner (Magnetom Symphony, Siemens, Erlangen, Germany). All patients were imaged at four positions between full exhalation and full inhalation while holding their breath for about 15 seconds for each scan. For this purpose, a Turbo FLASH T1weighted imaging sequence was used. A
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chest belt was used to monitor the quality of each breath hold. The volume covered a 380 mm x 260 mm field of view with 52 transverse slices of 5 mm slice thickness. The reconstructed images were 512 x 384 with an image resolution of 1.34 x 1.34 x 5.00 mm.

2.2 Registration and motion quantification

To quantify the respiratory motion throughout the breathing cycle, all 3D MR volumes were registered with respect to full-expiration using a non rigid voxel intensity based technique. The resulting sequence of model parameters, reflecting the respiratory motion over the respiratory cycle, was used to generate the multi-phase CT data from the single CT volume. Prior to the generation of the multi-phase CT data, the CT volume was registered to the corresponding breath-hold MR volume. Figure 1 illustrates the process of generating the 4D CT data using the estimated motion parameters from the MR breath-hold image volumes.

**Figure 1.** Sketch of respiratory motion quantification using the non rigid registration for 4D CT data generation. Top row are the acquired breath hold MR volumes; bottom left is the acquired CT volume; on its right (dashed borders) are the possible generated CT volumes at the corresponding MR respiratory phase.

The key ideas of our non rigid voxel intensity based registration technique consist of considering a hierarchical transformation model combined with a multiresolution, as widely used in previous studies [4,5] to speed up convergence and avoid local minima, and a multi-optimisation strategy. The idea of using a multi-optimisation scheme as described first in Bouchareb et al. [6] is to take advantage from the convergence behaviour of non-derivative optimisation methods when aligning image sets realised in extreme differences in terms of breathing protocols during data acquisition. It was validated using FDG-PET and CT phantom and patient data [6].

The Normalised Mutual Information (NMI) proposed in [7] is an invariant similarity measure with respect to the volume of overlap between two images and it was used in this study. It was derived from the Mutual Information (MI) similarity measure, introduced in image registration by Viola [8]. NMI of two data volumes $A$ and $B$, physically conveys the amount of information that $A$ contains about $B$, or *vice versa*. It can be defined in terms of the marginal entropies $H(A)$ and $H(B)$ of the images, combined with their joint entropy $H(A,B)$, as follows:

$$NMI(A,B) = \frac{H(A) + H(B)}{H(A,B)}$$

(1)

The transformation mode used in our formulation of the problem is a generalized affine transformation $(T)$, considered as cumulative effect of a series of scaling $(S)$, shearing $(H)$, rotation $(R)$, and translation $(D)$. The order of combining these transformations has been restricted to the following: $T = D \times R \times H \times S$.

The expanded homogeneous 4 x 4 affine transformation appears as

$$T = \begin{vmatrix} e_{xx} & e_{xy} & e_{xz} & d_x \\ e_{yx} & e_{yy} & e_{yz} & d_y \\ e_{zx} & e_{zy} & e_{zz} & d_z \\ 0 & 0 & 0 & 1 \end{vmatrix}$$

(2)

Where $\{d_x,d_y,d_z\}$ is the 3D translation vector and the $e_{ij}$ elements of the 3x3 submatrix encompass the combined effect of 3D rotations $\{r_x,r_y,r_z\}$, scalings $\{s_x,s_y,s_z\}$, and shearings $\{\theta_{xy},\theta_{yz},\theta_{zx}\}$ transformation parameters.

The desired solution of our registration problem while maximising NMI, equation (1), is formulated as follows:
The major component in the overall registration process is the optimisation method. This optimisation method is called repeatedly and so should be efficient with respect to the resolution of the images and the similarity measure used to align these images. In the present work, to estimate the transformation $T^*$, equation (3), a multi-optimisation scheme is considered, in which a different optimisation method is used at each resolution level. Powell’s method is used at lower resolution levels and the Nelder-Mead simplex optimisation is used at the full resolution level. Being very sensitive to initialisation, the simplex method is initialised with the optimal solution found by Powell’s method at the previous resolution level. The best order in which the parameters have been optimised was investigated at the low resolution level. In our study, it was found that optimising the translations first or the rotations first depending on which movement is more significant speeds up the registration process. This is due to the fact that the transformation matrix, equation (2), is better conditioned under a given optimisation order. A detailed diagram of the Multi-Resolution Multi-Optimisation (MRMO) algorithm is shown in figure 2.

Figure 2. Diagram of the MRMO algorithm using a hierarchical transformation model and NMI. The two volumes are first resampled to isotropic voxels; then the resolution levels (RL) are created (3 RL were used here); Powell’s optimisation is used at the coarse resolution and Simplex optimisation at the fine resolution level while initialized with the optimal transformation found by Powell’s method.

3 Results

The evaluation of the quality of the registration and fusion results and the generated CT breathing phases was checked by visual inspection and was further assessed by measuring the mismatch between the centres of tumour lesions (1 to 2 lesions localized in the liver or kidneys per patient) with well defined borders in both CT and MR. The visual assessment and all measurements were made using the 3D viewing application integrated in the cross-modality Syngo® software (Siemens) for all breathing phases. Figure 3 shows some fused CT and MR images with cystic lesions.

Figure 3. Axial fused CT and MR images from three patients with cystic lesions. As pointed out by the arrows; left: cystic lesion in the liver; middle: cystic lesion in the left kidney; and right: cystic lesion in the right kidney

The visual assessment of the fusion results indicated the successful alignment of CT and MR image sets in 7 from the 8 patients included in this study. The analysis of all measurements given in table 1 were made on the fused images for all subjects showed that the mismatch between the centres of lesions was ranging from 0.8 to 1.6 mm.
at full expiration and 4.1 to 6.2 mm at full inspiration with mismatches up to 9 mm for one patient; probably due to the positioning or voluntary movement of this patient. In most cases, the best match; i.e. the smallest mismatch is obtained at the full expiration phase, followed by mid-expiration, mid-inspiration and then full inspiration.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Full-inhale</th>
<th>Mid-inhale</th>
<th>Mid-exhale</th>
<th>Full-exhale</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>4.1</td>
<td>3.3</td>
<td>2.1</td>
<td>1.2</td>
</tr>
<tr>
<td>P2</td>
<td>3.0</td>
<td>2.5</td>
<td>1.6</td>
<td>0.8</td>
</tr>
<tr>
<td>P3</td>
<td>3.2</td>
<td>1.8</td>
<td>1.8</td>
<td>1.2</td>
</tr>
<tr>
<td>P4</td>
<td>6.5</td>
<td>4.2</td>
<td>3.8</td>
<td>1.3</td>
</tr>
<tr>
<td>P5</td>
<td>9.0</td>
<td>6.0</td>
<td>4.3</td>
<td>2.4</td>
</tr>
<tr>
<td>P6</td>
<td>3.3</td>
<td>2.0</td>
<td>3.1</td>
<td>1.1</td>
</tr>
<tr>
<td>P7</td>
<td>5.4</td>
<td>1.8</td>
<td>2.0</td>
<td>1.6</td>
</tr>
<tr>
<td>P8</td>
<td>7.2</td>
<td>5.5</td>
<td>3.2</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Table 1. Mismatch between the centres of lesions in CT and MR (in mm) measured for all four breathing phases

These measurements confirm the higher reproducibility of the full expiration phase compared to full inspiration as reported in previous studies. For 7 subjects and over all breathing phases, the mismatches were in the order of the slice thickness in CT and MR, validating our approach in generating multi-phase or the 4D CT data.

### 4 Conclusions and future work

The potential of the developed approach in generating 4D CT data based on MR breath hold scans and using a fully automatic non rigid registration technique, validated previously on PET and CT phantom and clinical data has been demonstrated in 8 patients. The 4D CT images contain respiratory motion information not available in the single CT volume, which helps to understand the motion of the tumour and surrounding tissues, essential to plan radiation therapy, for example. Although the derived motion model allows accuracy in the order of the slice thickness according to our experiments, the registration technique; emphasizing the importance of using a multi-optimisation strategy in combination with the multi-resolution scheme, which has been used to quantify the motion information, is limited to global movement in the chest and abdomen. Therefore, further work will focus on including free-form deformations to account for local deformation of different organs in the chest and abdomen on which the quantification of the motion will be based and thereby the generation of the 4D CT data. Ongoing investigations concern the use of this multi-phase 4D CT data for phase-dependent attenuation correction of the PET emission data in combined PET/CT scans to minimise the respiratory-induced motion artefacts for chest and abdomen tumour studies.
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3D MR liver modelling for use in pre-surgical planning
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Abstract. Three dimensional (3D) visualization has the potential to significantly ease the decision making process in pre-surgical planning. The first stage of creating a 3D model for this purpose is to segment the liver from MRI data. We propose to automate a segmentation technique known as intelligent scissors to segment the liver. The user only needs to select an initial slice, and the method is executed automatically. From the initial slice, the contour propagates inside the volume and segments the liver in every slice in the dataset. Thus automatic intelligent scissors estimate the seed points automatically and connect these points based on a dynamic programming algorithm. Our results show that the combination of segmented outputs from orthogonal directions can improve the performance of the segmentation compared with the use of slices along a single orientation only.

1 Introduction

The extent of hepatic disease (e.g. cirrhosis or metastatic cancer) can be assessed by MRI. In pre-surgical planning, contiguous 2D slices are viewed by the clinician. However, a key limitation with imaging is that contrast-enhanced blood vessels may be confused with small tumours. This problem can be obviated by viewing a 3D model of the liver anatomy and its associated vasculature, and any pathology.

Segmentation is the first step in the creation of such a model. Given that manual segmentation is impractical, we propose an automatic method for segmenting the hepatic volume as a first stage in model creation. Unlike related work in CT [1] the MR target volume cannot be globally windowed or segmented using a global threshold. This is because abdominal MR data contains many objects with similar greyscale intensities, which may also be in contact with one another. Nonetheless, edge information is still present and for this reason, we have utilised a technique called intelligent scissors, as originally proposed by Mortensen and Barrett [2], which is a semi-automatic contour-based segmentation tool. Intelligent scissors can be considered as a combination of edge-based and dynamic programming segmentation. In its usual form, this technique requires a human operator to determine the starting and termination points for determining the desired edge segments, interactively. The resultant edge segment, which connects two defined points, is created based on the lowest cost path according to Dijkstra’s algorithm [3], utilising a cost function composed of gradient and zero-crossing information.

In this work, we propose a method to automate the segmentation of the liver using intelligent scissors. In this method, the user only need select one axial slice as the starting slice; the ensuing segmentation process is executed fully automatically. We also propose a technique to combine several segmentation results in order to produce a more reliable output.

2 Method

2.1 Pre-processing

We pre-process the 3D MR input data to reduce the artefacts, and enhance its quality. First, to reduce the artefact that is due to the sensitivity of the RF coil(s) used in the MR scanner, we locally enhanced the dataset, in 3D space, based on the technique described in [4]. Then, to reduce the additive noise, we filter the data with a cubic median filter of size 7 x 7 x 7. Next, to re-enhance the edges, we implement a toboggan enhancement, which is based on [5], but extended to 3D.

To emphasise the liver outline, we decided to use a method that salienates features in the edge map which have some perceptual meaning. To achieve that, we implemented a pre-attentive segmentation model, proposed recently by Li [6], for the function of the human brain that is responsible for feature salienation. We take the output of this neural-network implementation, after a few iterations, as the pre-attentive segmentation result. When applied to our data, we found that the edge salienation model converges after typically two iterations.

*Email: h.ibrahim@eim.surrey.ac.uk
### 2.2 Automatic Intelligent Scissors

The automation of the intelligent scissors approach segments the liver on a contiguous slice-by-slice basis, but using the \textit{a-priori} information from the previous segmentation slice. The main idea of our method is to propagate a contour from an initial slice to the rest of the slices in the dataset.

**Selection of the initial slice** We select one axial slice from the input data as the initial slice. This initial slice is selected based on visual inspection. The criteria for this selection are: (1) the liver has a good contrast with its surroundings, and (2) the shape of the liver preferably has some resemblance to a circle or an ellipse.

**Estimation of the seed points in the initial slice** Following slice selection, we threshold the corresponding salienation map of the initial slice, and skeletonize the output to get one pixel width edges. In order to estimate the sample points, we first estimate the centre of the curve we wish to identify. We select randomly a triplet of edgels from the edge image, and assume that these points have coordinates \((x_1, y_1), (x_2, y_2), \text{ and } (x_3, y_3)\). The coordinates of the centre of the circle they define, \((x_c, y_c)\), are given by the following equations:

\[
\begin{align*}
x_c &= \frac{(y_1 - y_2)(y_1 - y_3)(y_2 - y_3) + (x_1^2 - x_2^2)(y_2 - y_3) - (x_3^2 - x_2^2)(y_1 - y_3)}{2[(y_1 - y_2)(y_3 - y_2) - (y_3 - y_1)(y_2 - y_1)]} \\
y_c &= \frac{(x_1 - x_2)(x_1 - x_3)(x_2 - x_3) + (y_1^2 - y_2^2)(x_2 - x_3) - (y_3^2 - y_2^2)(x_1 - x_3)}{2[(y_1 - y_2)(x_3 - x_2) - (y_3 - y_2)(x_1 - x_2)]}
\end{align*}
\]

To estimate the best centre from the fragments of the contour of the liver, we use a random selection of \(3N\) sets of unique triplets, where \(N\) is the number of the edgels in the image. We create a 2D accumulator array, which represents a 2D histogram of the \((x_c, y_c)\) values computed from each triplet. From this accumulator array, we select the position of the peak of the 2D histogram. This position represents the ideal centre of the edgel fragments we have. We project straight lines every 15° emanating from \((x_c, y_c)\). Then, we identify as seed points the first intersection points these lines have with the edge fragments. The desired edges of the target object between these seed points are refined by invoking intelligent scissors, and using these seed points as start and stop points that would otherwise be manually defined. Repeated application of this procedure at each 15° segment produces the initial estimate of the liver boundary in the initial slice.

**Propagation of the contour to the next slice** We now assume that the shape of the liver does not change significantly in the next adjacent slice. Thus, we use the above segmented contour as an initial reference contour to segment the next slice. We take the inflection points of the contour as the seed points. These inflection points are calculated by using a technique proposed by Rosenfeld and Johnston [7]. To improve accuracy and save computation time, when the intelligent scissors algorithm is invoked, the cost function is only calculated around the reference contour locally. We estimate this local region using morphological operations, where the local region is defined as the reference contour, dilated 15 times using a 3 x 3 structuring element. This contour propagation approach is then repeated at each subsequent slice in the volume.

### 2.3 Combination of axial-coronal and axial-sagittal segmentations

The above segmentation result actually defines an initial estimate of the volume of the liver. To refine this re-estimate, we slice this segmented volume in a perpendicular orientation, and thus we get a representation of the liver area in this new direction. Based on this area, we create a reference contour to segment the corresponding slice in this new orthogonal direction. Using the technique described above, we again segment the liver using intelligent scissors.

To initiate this process, we use the segmentation result re-oriented from axial direction as the reference of segmentation in the coronal direction. We refer to this as the axial-coronal segmentation. Similarly, the result from the axial direction is also used as the reference to segment the liver in the sagittal direction. We call this the axial-sagittal segmentation. We consider the volume defined by the axial-coronal segmentation as \(V_{ac}\), and the volume defined by the axial-sagittal segmentation as \(V_{as}\). The combined output volume, \(V_{out}\), is then given by:

\[
V_{out} = V_{ac} \cap V_{as}
\]

which means that we consider that a voxel is valid as a liver voxel only when it is detected in both orientations.
3 Results and Discussion

Figure 1 shows one axial slice from a 3D MR input dataset used in our experiment. It is shown that the liver can be perceived relatively easily in the pre-processed image compared to its original input. This suggests that pre-processing improves the quality of the input data.

![Figure 1](a) Input image. (b) Image (a) after pre-processing. (c) The salienation map of image (b). Object in circle in (b) represents liver segment in the initial target slice.

The slice shown in Figure 1 fulfils the requirement for the initial slice, thus we take this slice as our initial slice. Figure 2 shows each step taken to segment the liver boundary from this slice.

![Figure 2](a) Image from Figure 1(c) after thresholding and skeletonization. (b) 24 sample points detected by projecting straight lines at every 15° from the centre (indicated by a grey box). (c) The result of intelligent scissors segmentation, using the seed points shown in (b), to delineate the liver.

This final detected contour becomes the reference contour to segment the next neighbouring slice. The contour propagates inside the volume in the axial direction, until the liver in all slices has been segmented. The shaded surface representation of the result is shown in Figure 3(b). This segmented volume is then used as the reference for segmenting the data in the coronal and sagittal direction respectively. The result, which is based on equation (3), is shown in Figure 3(c).

![Figure 3](a) 3D shaded surface model of the ground truth, which has been segmented manually. (b) 3D shaded surface model of the segmentation in the axial direction. (c) 3D shaded surface of $V_{\text{out}}$.

Figure 4 shows the measurements of error of both segmentations in the axial direction, and $V_{\text{out}}$, relative to the ground truth. By considering $N_T$ as the liver volume in the segmented output, $N_G$ as the liver volume in the ground truth, $N_P$ as the number of voxels detected in the output but not in the ground truth, and $N_N$ as the number
of the voxels detected in the ground truth but not in the output, we define the over detection error, \( E_o \), as \( N_p/N_T \), the under detection error, \( E_u \), as \( N_u/N_G \), and total detection error, \( E_t \), as \( E_o + E_u \).

From this figure, we can see that \( V_{out} \) has slightly higher under detection error compared with the segmentation in the axial direction alone. However, the total detection error of \( V_{out} \) is much lower. Thus we suggest that the combination of segmentation results using equation (3) produces a better output.

![Figure 4](image.png)

**Figure 4.** A bar graphs showing the error measurements for the segmentation results in the axial direction, and the combination of axial-coronal with axial-sagittal segmentations, \( V_{out} \).

### 4 Conclusions

Combining orthogonal segmentation results can reduce the number of voxels that have been misclassified as liver parenchyma. Although under detection error from this technique is slightly increased, over detection error is significantly reduced. Thus, in overall, this combination improves the quality of the segmentation.
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1 Introduction

Image acquisition speed is frequently a limiting factor for dynamic MRI studies, e.g. cardiac imaging and dynamic contrast enhanced MR angiography (DC-MRA). During dynamic image acquisition, k-space is sampled repeatedly in time (t) forming a k-t data space. Temporal resolution is often limited by the time taken to fully sample k space for each new image. To increase temporal resolution sub-sampling schemes can be adopted. Methods for fMRI and cardiac imaging based on regular sub-sampling have been proposed by Madore et al (UNFOLD) [1] and Tsao et al (k-t BLAST and k-t SENSE) [2]. These approaches can be fitted into a general framework for working with k-t space introduced by Xiang and Henkelman [3]. Regular under-sampling in k-t space leads to aliasing in a prescribed way in the conjugate image and temporal frequency domain (x-f space). In the UNFOLD technique the resulting ambiguity is resolved for limited speed-up factors by use of a mask that excludes signals aliased to higher temporal frequencies. Other approaches such as Sliding window rely on filtering to suppress aliases. In k-t BLAST and k-t SENSE, the filtering is adaptively specified for each x-f location based on training data. In this study we have investigated strategies for accelerating DC MRA acquisitions.

DC-MRA image series' contain highly localised dynamic regions, the vessels, surrounded by other tissue, which is relatively static. Figure 1 shows an x-f space representation of a particular line in the frequency encode direction of some real DC-MRA data. In order to gain temporal resolution regular under-sampling is undertaken. To simulate the effect of this, the data shown in Figure 1 has been four-fold under-sampled post acquisition using IDL, generating figure 2. To recover intelligible images one must resolve the ambiguity introduced by aliasing, which mixes signals that would be separate in a fully sampled case.
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Figure 1. a) One time frame from a DC-MRA study. The ‘x’ direction here is the PE direction, ‘y’ being the FE direction. Each line for a given y has a separate x-f space. b) This x-f space is from the line indicated in part a). A kidney and a blood vessel are apparent in the image, they are distinctly recognisable in the frequency representation. The kidney has a slow rise time from the contrast agent, hence the low frequency response in x-f, whereas the vessel’s sharp rise gives the oscillatory response.
2 Methods

Aliasing mixes signals from different locations in the fully sampled x-f space. We note that for a given x, the f spectra generally have high signals near f=0 with signal dropping off rapidly as the modulus of f (|f|) increases. Thus the mixed signals are usually very uneven in intensity, it is more faithful to the data to retain only the dominant alias (i.e. making an x-f choice), rather than to partition the signal. This is illustrated by a four-fold aliased spectrum in figure 3, where contributions from different spatial locations overlap the temporal frequency profile centred at f=0. The alias centred on f=0 is referred to as the 'base band'.

However as figure 4 shows, the true balance of aliased signals is often obscured by noise, which may be large in comparison to the required data when |f| is large. To decide which alias is dominant at any given x-f location we fit the frequency spectrum at a given x with an envelope function based on prior knowledge. The fitting process exploits high SNR regions of x-f space to allow signal estimates to be made even in regions of low SNR. In the case of DC-MRA the contrast agent causes signals to increase over time and this can be used to define the model function used to fit the frequency spectra.

Figure 2. Four fold aliased x-f spectrum from patient data DC-MRA model. The aliases are offset in frequency and in space.

Figure 3. The temporal spectrum from a given 'x' location. There are contributions from other spatial locations centred at non zero frequencies. The alias centred on f=0 is the correct one for this spatial location and is referred to as the 'base band'. Fitting functions to each alias allows their width to be estimated so that they can be removed. Note that in this plot the Nyquist frequency has value 1 on the frequency axis. The absence of an alias at the Nyquist frequency is by chance - there was nothing at the corresponding spatial location in this case.
Figure 4. The plots show the square modulus of the base band alias compared to the sum of all contributions. Both plots were taken from the same spectrum. When there is no noise it is clear that the signal is dominated in the main by just one alias, be it the base band so that the relative magnitude is 1, or another alias giving zero. When noise is added this distinction is less clear.

Where the signals are dominated by contributions that are not the required base band signals some form of data processing is required in order to produce final un-ambiguous images. The k-t-BLAST method uses fully sampled (training) data to determine weights that can be used to attenuate the undesired aliases. Sliding window reconstruction works directly on the raw k-t data to estimate the missing points by interpolation, so reducing the intensity of the aliases. In the x-f choice method, wherever base band alias is not dominant this region of x-f space is ‘cut out’ and replaced with zeros. Because the pattern of aliases is offset in x-f space (figure 2), for any given x location, the spectrum at –f is often dominated by the base band, even when the value at +f is in need of correction. In these cases it is possible to use conjugate symmetry of the frequency spectrum to partially fill in missing data.

The method has been tested on simulations using the IDL environment and on single slice in vivo data acquired on a Phillips Intera 3T system. The in vivo data was acquired following injection with Gd-DTPA prior to a standard DC-MRA examination. Model data was created by producing a time course of 2-d images (see figure 5) with three circular regions specified as (A) an artery characterised by early, rapid signal increase and (B, C) veins characterised by later slower increases. The fully sampled time series for both the simulated and the in vivo data were decimated to create under-sampled data sets.

Figure 5. a) A single time point during rapid arterial signal change from the DC-MRA model (A = artery, B, C = veins). b, c & d) are all subtractions of reconstructions from four-fold under-sampled data using: sliding window (b), k-t BLAST (c) and x-f choice (d) minus the original. All are at the same time point and have the same window and level. K-t BLAST training data was the central 25% of k-space, the noise level in this data critically effects performance. The x-f choice reconstruction shows no obvious temporal blurring.
3 Results

A fully sampled simulated DC-MRA single slice data set was under-sampled by a factor of 4 and reconstructed using x-f choice. Subtractions show that with x-f choice errors appear as an increase in incoherent noise over dynamic regions (figure 5d).

K-t BLAST and sliding window reconstructions demonstrate temporal blurring manifesting as coherent error over the dynamic region in the subtraction (figures 5b and 5c). None of the methods demonstrate any obvious spatial blurring, owing to the spatially static nature of the model.

The x-f choice reconstruction has the lowest level of average error, an ROI taken in the lower left vessel (C) displays the time series and subtraction showing no temporal blurring (figure 6).

4 Conclusions

DC-MRA usually yields predictable spectral shapes, making the method ideal to use without training data. Other dynamic studies such as cardiac imaging may also be suitable as potential applications. These may proceed by using training data to calculate line shapes. It would also be possible to combine this approach with existing parallel imaging methods using multiple coils to achieve larger acceleration.

The maximum acceleration factor possible depends on the data itself. The advantage of x-f choice over related reconstruction methods is that high frequency detail can be preserved, which is shown by the lack of temporal blurring.
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Figure 6. X-f choice does not cause temporal blur in this time series, taken from an ROI in vessel C from fig 5a.
An Improved ASM Approach Using Mixture Models to Prostate Segmentation from MR Images
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Abstract. In Active Shape Models (ASM) methodology, grey-level profiles at landmarks are modelled as a Gaussian distribution. The Mahalanobis distance from a sample profile to the model mean is used to locate the best position of a given landmark during ASM search. We present an improved ASM methodology, in which the profiles are modelled as a mixture of Gaussians, and the probability that a sample is from the distribution is calculated using the probability density function (pdf) of the mixture model. Both improved and original ASM methods were evaluated on synthetic and applied to segmentation of prostate from MR images. The performance comparison demonstrates that the improved ASM method is more generic and shows higher robustness than the original approach.

1 Introduction

The use of Active Shape Models (ASM) has been shown to be an efficient approach to the image interpretation and pattern recognition [1]. Image segmentation using ASM can be divided into two stages. Firstly, a parameterized statistical shape model is built from labelled training images. The grey-level profiles normal to the object boundary through each landmark are extracted and modelled as a single Gaussian distribution. Subsequently, a shape instance is deformed in accordance with the model to search for a boundary which optimally segments the object. This is performed by two key steps: (a) looking for better positions for each individual landmark using Mahalanobis distance and, (b) updating the model parameters to best fit the shape instance to the newly found landmarks. Both steps are crucial to the final search results.

Despite the successful cases of applying ASM, the ASM method still has some limitations and hence can be improved in several ways. Development has been done to improve the shape modelling and generation aspects in ASM method. Cootes et al. [2] used the Gaussian mixtures to model the distribution of the landmarks and hence the shape variation. Rogers and Graham [3] improved ASM by using M-estimator and random sampling approaches to robust parameter estimation instead of Gaussian distribution based estimation. Twining et al. [4] described the use of Kernel Principal Component Analysis (KPCA) to model the variability in a class of shapes. On the other hand, van Ginneken et al. [5] used optimal image features instead of grey-level profiles for ASM search, and applied a $k$-Nearest Neighbour ($k$NN) classifier to find the displacement of landmarks. These improvements have achieved credible performance and largely increased the efficiency and robustness of ASM methods.

We have applied ASM to segment objects of interest from image data sets. Some of our experiments showed that, when the grey-level variations around the object border are more complicated than a single Gaussian distribution, the use of Mahalanobis distance to measure the distance from a sample to the mean of the distribution becomes inaccurate and consequently causes invalid search results. In ASM, the derivative profiles are used to reduce the effects of global intensity changes, which only represent the relative intensity change along the profiles.

In this paper, we concentrate on the modelling aspects of grey-level profiles, as well as locating of landmark positions using the profile models. To overcome the ASM limitations mentioned above, instead of a single Gaussian distribution and Mahalanobis distance, we have used a Gaussian mixture to model the profiles, and, the probability that a sample profile comes from the distribution is measured by the total probability of sub-distributions. We would like to emphasis that this distinct from Cootes et al. [2] where Gaussian mixtures were used to model the shape variation but not the profile variation.
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2 Method

In our improved ASM method, the grey-level profiles are treated as a Gaussian mixture model. We assume that the sum of a certain number of Gaussian distributions can represent the distribution of these profiles. With this optimal Gaussian mixture, the probability that a sample profile is from the population can be calculated by the combination of the probabilities that it belongs to each of the mixture components.

2.1 Finite Mixture Model

Finite mixture modelling is a powerful tool for density estimation and can be regarded as a flexible way to represent a probability density function (pdf). A mixture of \( M \) simple distributions (e.g. Gaussians) can be used to represent the underlying distribution of a given set of samples \( x = \{x_1, x_2, \ldots, x_N\} \) in \( \mathbb{R}^d \). The pdf of a sample \( x_i \) can be written as

\[
p(x_i|\Theta) = \sum_{j=1}^{M} \alpha_j p_j(x_i|\theta_j)
\]

where \( p_j \) is the component density function parameterized by \( \theta_j \), \( \alpha_j \) is the mixing proportion of each component with \( \sum_{j=1}^{M} \alpha_j = 1 \) and \( 0 \leq \alpha_j \leq 1 \), and \( \Theta = (\alpha_1, \alpha_2, \ldots, \alpha_M, \theta_1, \theta_2, \ldots, \theta_M) \) are the parameters (mean and standard deviation for Gaussians) of the mixture. To obtain the optimal Gaussian mixture, we used the Expectation Maximization (EM) algorithm to estimate the number of sub-distributions and the parameters of each.

2.2 Improving ASM Search

In the training (modelling) stage of ASM method, the intensity profiles of a landmark \( P_i \) on all training images are modelled as a Gaussian mixture distribution characterised by the number of components \( M_i \) and parameters \( \Theta_i \), where \( i \) is the index of the landmark.

During search, we place an initial shape on the target image and, the optimal position, \( \hat{P}_i \), of landmarks is the location where the local profile has maximum probability as determined by the mixture distribution.

\[
\hat{P}_i \leftarrow \arg \max_{P} p(x_P|\Theta_i) = \arg \max_{P} \sum_{j=1}^{M_i} \alpha_{ij} p_j(x_P|\theta_{ij})
\]

where \( x_P \) is the intensity profile at position \( P \), and \( P \) is selected along the profile across the current landmark \( P_i \).

3 Experiments and Results

To evaluate the methodology, firstly a set of synthetic data, which includes two subsets, was used. Each subset includes 40 images with similar intensity for target objects, while the background intensity values in the subsets are 80 and 180 respectively. Both original and improved ASM methods were applied to individual subsets separately and then to the combination of the subsets. Subsequently, experiments were performed to segment real medical data, which consists of 10 pelvis transverse MRI sequences including 65 prostate images. The main aim of these experiments is to demonstrate the strength of the improved method when applied to images with more complex intensity distribution.

![Figure 1. Two example images from (a) set \( S_A \) and (b) set \( S_B \).](image-url)
3.1 Evaluation Using Synthetic Images

The use of synthetic images in the testing of a method enables us to compare the results of the method with real ground truth. In our experiments, both original and improved ASM are tested using a same set of synthetic data, $S$, which includes two subsets, denoted as $S_A$ and $S_B$. Each of these subsets includes 40 $256 \times 256$ images. A ‘V’-shape target object with shape variation is placed in the center of the images. Four key points are used to generate a nonuniform rational B-spline curve that represents the ‘V’-shape boundary. To produce the shape variation, a displacement is added to each of these key points when each image is created. The displacement, $(dx, dy)$, is randomly selected from a Gaussian distribution, with the standard deviation of 6 pixels. Nine points are evenly chosen on each of the four segments on the curve. Hence, 40 landmarks are used to represent the target object. The grey level intensity of the target is 128, while the background grey level for $S_A$ and $S_B$ are 80 and 180, respectively. Finally, we add Gaussian noise, with standard deviation of 16, to the images to simulate more realistic images. Example images from each subset are given in Fig. 1.

Images from $S_A$ or $S_B$ have little intensity variation despite the artificial noise. Set $S$ contains all 80 images, and as such two different intensity distributions. Leave-one-image-out experiments were performed on all three sets respectively, using both original and improved ASM methods.

The Root-Mean-Square Distance (RMSD) between two shapes is used to evaluate the methods. The RMSD, from segmentation results of both ASM methods to the ground truth are compared. The distribution of RMSD is shown in Fig. 2. These results indicate equivalent performance on the image sub-sets, but a significant improvement when using the improved ASM methodology on the complete data set.

3.2 Segmentation of Prostate from MR Images

The improved ASM method is applied to a set of male pelvis transverse MRI data and the results are compared to those of original methods. The data set includes 10 pelvis transverse MRI sequences including 65 prostate images, which are obtained on a 1.5 Tesla magnet (Signa, GE Medical Systems, Milwaukee, USA) using a phased array pelvic coil, with $24 \times 24$ cm field of view, $256 \times 512$ matrix, 3 mm slice thickness and 0.5 mm inter-slice gap. All images are manually annotated by an expert radiologist and shapes are represented by landmarks. Thirty-two landmarks are used to represent the boundary of the prostate gland. Leave-one-patient-out experiments were performed on the whole data set. A number of examples of segmentation results are shown in Fig. 3.

3.3 Results

The improved ASM method performs better than the original one in all cases in our experiments. It is implied by Fig. 2 a and b that, when applied to a set of images with normal intensity variation, e.g. sets $S_A$, $S_B$, the improved method produced equivalent results to the original ASM. On the other hand, when the intensity variation are complex, such as in $S$, the improved method shows a significant improvement when compared with the original ASM. A clear improvement can be observed when our approach is applied to prostate segmentation, as presented in Fig. 3 and Fig. 4. When compared to the original ASM, the improved methods produced 24.6% more segmentation results with RMSD $< 3.5$ mm.

Figure 2. The distribution of RMSD, between the ground-truth and original ASM (dotted lines), the ground-truth and improved ASM (solid lines). Here (a) set $S_A$, (b) set $S_B$ and (c) set $S$. 
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4 Discussion and Conclusions

As shown by the experiments, the improved method produced equivalent results to those of the original ASM when applied to images with simpler intensity distributions. Additionally, when the intensity variation are complex, the improved method shows a significant improvement when compared with the original ASM.

There is a slight deterioration in segmentation accuracy in the prostate images for both methods. A main reason for this is the less accurate boundary position and lower landmark correspondence caused by the manually annotation of prostate images, while in synthetic images the landmarks are precisely located on the real shape boundary hence the shape model and profile model have higher accuracy.

Generally, the ASM method using mixture-model framework produces faster convergence and higher robustness than the original ASM. This methodology can be applied to other choices of features used to determine the landmarks positions during ASM search, such as texture information mentioned in [5]. Since complicated intensity variation can be modelled using mixture modelling, our improved ASM method can be applied to those segmentation tasks with diverse intensity variation, such as registration in multi-modality medical imaging, and tracing objects in videos with variable object or background intensities.

Cootes et al. [2] have present their work on improving ASM by using Gaussians mixture model to represent the shape variation. Since we concentrate on the use of Gaussian mixture model for profile intensity variation, theoretically, a combination of both methods will largely improve the robustness and efficiency of ASM method. Another significant improvement to ASM was proposed by van Ginneken et al. [5], which used optimal image features and k-Nearest Neighbour (kNN) classifiers for ASM search. It is predictable that this variation can produce better results than the original ASM on the data sets we used to evaluate our method. Further work will be undertaken to make a comprehensive evaluation of ASM using mixture models for grey-level profiles compared to other variations on the basic ASM approach.
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Introduction

Currently, radiological interpretation of magnetic resonance (MR) images of the brain relies mostly on subjective visual assessment. Interobserver disagreement is a problem, especially when diffuse neurodegenerative processes such as Alzheimer disease (AD) are taking place [1]. Such diseases often cause abnormalities in the size of anatomical structures, and these are particularly difficult to detect visually on sectional images. It would be desirable to support diagnostic decision making with quantitative statistical information pertaining to individual structure sizes.

In order to automatically delineate and measure individual structures, we used non-rigid registration to propagate atlas labels onto images of study subjects. We developed a novel way of presenting information thus obtained in an intuitive fashion that facilitates diagnostic decision support.

Method

We studied three-dimensional T1-weighted MR data sets from 36 subjects (7 with clinically probable or possible AD, 29 normal, age 72.5±8). A manually segmented reference MR volume [2] was used as an atlas and registered onto each study subject using a previously described approach: normalized mutual information was maximized by affine registration to correct for global mismatch, followed by high-dimensional warping to achieve congruence at the detail level [3]. The resulting transformation was then applied to the atlas label set, resulting in a new label set that corresponded to the subject’s anatomy. For each labelled structure, the size was determined as a voxel count.

The AD subjects, together with seven randomly chosen normal study subjects, were used as the test subject cohort. The remaining 22 subjects were used as the reference cohort. Each member of the subject cohort was compared individually with the reference cohort, generating two per-structure comparison statistics: size rank and deviation ratio ($DR = \frac{s_{\text{ind}} - s_{\text{average}}}{\sigma}$; $s_{\text{ind}}$: structure size in the individual, $\sigma$: standard deviation in the reference cohort). Based on these measures, two colour overlays were generated for each test subject using pre-defined lookup tables. For the size rank overlay, a scheme was chosen where ranks 1 to 4 were shown in shades of yellow, 5 to 9 in shades of red, 10 to 13 not shown, 14 to 18 shown in shades of blue and 19 to 22 in shades of cyan. The extreme ranks were thus coloured particularly brightly. For the deviation ratio overlay, various colour schemes were tried.

The images were reviewed by a neuroradiologist and a general radiologist. Both knew the subjects’ age and sex, but were blinded to the diagnosis and other clinical information. Initial impressions of AD versus normal findings from the unmodified grey scale images and diagnostic confidence on a scale from 1 to 10 were recorded. Afterwards, the size rank colour overlay was made available to be turned on and off as required by the reviewer. Diagnostic confidence was recorded again to determine the impact of the added information. An overlay was classified as useful if it confirmed an initially correct assessment, or if it reduced confidence in an initially incorrect assessment. If confidence in a correct assessment was reduced, or if confidence in an incorrect assessment was increased, the overlay was rated as not useful for the case in question. Colour overlays representing the deviation ratio were reviewed and rated by the first author.

Results

Colour overlays representing structure sizes in an individual subject as ranked with a matched reference cohort were rated useful in 18 of 28 cases. A not useful result was found in 6 of 28 cases. Table 1 shows the results by diagnosis and type of influence on diagnostic confidence (14 subjects rated by two reviewers).

In cases of AD where the assessment was correct, the reviewers’ confidence was increased particularly if the overlay indicated a relatively small cortex, a small hippocampus or large lateral ventricle on at least one side. It
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was noted that in all AD cases the overlay looked strongly asymmetrical (cf. figures for an example), especially in the cortices and even when the grey scale findings did not suggest a large amount of anatomical asymmetry. Asymmetry of the overlay was also seen in normal subjects.

In two of the subjects with AD, the cortex size was shown to rank high. Both of these subjects had wide sulcal spaces that were mislabelled as part of the cortex by the label propagation process. In another case of AD, massively large lateral ventricles were mislabelled as white matter. One observer rated these misregistered overlays as reducing confidence, the other observer disregarded the information pertaining to the misregistered structures and considered only the remaining, correctly registered structures.

Overlays representing the deviation ratio were rated as not providing additional benefit.

Sample images are shown in Figs. 1 (no overlay), 2 (size rank overlay) and 3 (deviation ratio overlay).

Table 1. Influence of overlay information on diagnostic confidence

<table>
<thead>
<tr>
<th>Diagnosis correct</th>
<th>Confidence increased</th>
<th>Confidence unchanged</th>
<th>Confidence reduced</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnosis wrong</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

Discussion

Human observers are good at recognising patterns and asymmetry in images, a capability that enables them to reliably diagnose focal lesions on brain MR images. Abnormalities of structure size, however, are more difficult to spot. We used automatic anatomical segmentation based on label propagation from a manually prepared MRI brain atlas to determine structure sizes and compare them to a reference cohort.
We aimed to present the additional information thus gained in a fashion that integrates with image interpretation as typically performed by radiologist observers. This was achieved by providing colour overlays that can be turned on and off by the observer. Observers in this study made use of the overlays intuitively and diagnostic confidence was influenced by the additional information. The size rank information was beneficial in the majority of cases in that it either confirmed an initially correct impression, or cast doubt on an initially incorrect assessment.

Asymmetry in the overlay, especially discrepancy between the cortices, appeared to be typical for AD subjects. We intend to follow up on this observation, as it appears to be sensitive, albeit not specific for AD.

Misregistration resulted in obviously wrong rankings for some structures. The two observers dealt with the overlays in different ways: for one observer, the entire overlay became essentially unusable if obvious errors were contained, and he then noted unchanged or reduced confidence. The other observer sought to obtain as much information as possible from the overlay to support his initial assessment, in spite of these artifacts.

We expected that the other type of overlay, which represents the deviation ratio, would be even more beneficial, as the deviation ratio directly quantifies the degree of aberration from the expected size of a structure. However, on first review we found that the deviation ratio overlays did not show any advantage over the size rank overlays. We are investigating whether this contradiction can be solved by fine-tuning the lookup tables that are used to assign colours to value ranges, or whether there could be a substantial reason for size rank information to be superior.
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Abstract. When shape boundaries are extracted from medical images, some of the details are lost due to the finite resolution of the images. We are interested in recovering super-resolution shape boundaries from sets of degraded boundaries, using an approach similar to that used to obtain super-resolution images [1]. A key step in formulating the solution is to predict the effect of image blurring directly from the boundary function. We show here that this can be achieved using a locally constant curvature approximation and demonstrate experimentally that the predictions are accurate.

1 Introduction

The idea of recovering a super-resolution image from a set of degraded images of the same scene is well established. Capel [1] describes a maximum-likelihood estimation (MLE) approach which uses a forward imaging model to predict the set of observed images, given a hypothesised super-resolution image. Because the imaging model is linear, it is straightforward to recover and estimate of the maximum-likelihood super-resolution (original) image.

We are interested in applying a similar approach to shapes. When shapes are extracted from medical images – by manual or automated segmentation – some of the details are lost due to the finite resolution of the images. A key step in developing an MLE solution to recovering super-resolution shape is to devise a forward model for the change in shape due to the combined effects of image degradation and segmentation. Ideally, we wish to predict the degraded shape boundary directly from the super-resolution boundary. To achieve this, we make the assumption that the curvature of the underlying (super-resolution) boundary is locally constant over the range of the smoothing point spread function (PSF - assumed Gaussian) involved in degrading its image.

In the remainder of the paper, we develop a theoretical relationship between super-resolution and degraded shapes, based on the locally constant curvature assumption. To test the predictions made by this model, we compare predicted change in shape with the actual change obtained by blurring a binary shape and thresholding at 0.5.

2 Theory

Given the assumption of locally constant curvature, we can model the effect of image smoothing at a point \( P \) on the shape boundary as due to convolution of the smoothing PSF with a binary disk tangent to, and with the same radius of curvature as the boundary at \( P \). This is illustrated in Figure 1. To find the new position of this boundary point we need to consider the intensity at a general point, \( P' \) on the normal vector to \( P \).

The binary disk with origin \( A \) and radius \( R_0 \) in \( \mathbb{R}^2 \) is given by,

\[
D(\overrightarrow{r}) = \begin{cases} 
1 & \text{if } \| \overrightarrow{r} \| \leq R_0 \\
0 & \text{otherwise}
\end{cases}
\]  

To predict the effect of image blurring, we convolve the binary disk with a Gaussian,

\[
G(\overrightarrow{r}) = \frac{1}{2\pi\sigma^2} e^{-\frac{\|\overrightarrow{r}\|^2}{2\sigma^2}}
\]  

where the Gaussian is normalised, \( \int_{\mathbb{R}^2} G(\overrightarrow{r})d\overrightarrow{r} = 1 \)
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The intensity, $H$ at point $P'$ on the normal to the boundary at $P$, a distance $\overrightarrow{R}$ from the centre of the disk is given by the convolution,

$$H(R) = (D \ast G) = \int_{\mathbb{R}^2} D(\overrightarrow{\nu})G(\overrightarrow{R} - \overrightarrow{\nu})d\overrightarrow{\nu}$$  \hspace{1cm} (3)$$

Converting to polar coordinates,

$$H(R) = \int_0^{2\pi} \int_0^{\infty} D(\sqrt{r^2 + R^2 - 2rR\cos\theta}) \frac{1}{\sigma^2} e^{-\frac{r^2}{2\sigma^2}} r \, d\theta \, dr$$

$$= \frac{1}{\sigma^2} e^{-\frac{R^2}{2\sigma^2}} \int_0^{\infty} r \frac{1}{2\pi} \int_0^{2\pi} e^{-\frac{2rR\cos\theta}{2\sigma^2}} \, d\theta \, dr$$

$$= \frac{1}{\sigma^2} e^{-\frac{R^2}{2\sigma^2}} \int_0^{\infty} r \frac{1}{2\pi} \int_0^{2\pi} e^{-\frac{r^2 + R^2 - 2rR\cos\theta}{2\sigma^2}} \, d\theta \, dr$$

$$= \frac{1}{2\pi} \int_0^{2\pi} e^{-\frac{r^2 + R^2 - 2rR\cos\theta}{2\sigma^2}} \, d\theta \int_0^{\infty} r \frac{1}{\sigma^2} e^{-\frac{r^2}{2\sigma^2}} I_0(\frac{rR}{\sigma}) \, dr$$

where $I_0(z) = \frac{1}{2\pi} \int_0^{2\pi} e^{z\cos\theta} \, d\theta = \sum_{k=0}^{\infty} \frac{z^{2k}}{(2k)!}$ is the modified Bessel function of the first kind at zeroth-order; approximations to the function can be found in [2] and it can be evaluated readily in MATLAB.

**Figure 1.** A typical binary disk representation on a local curvature

**Figure 2.** Intensity versus radial distance of convolutions of a binary disk (50 pixels) with Gaussian s.d. from 2 to 20

**Figure 2** shows the convolution plot of a typical binary disk (radius 50 pixels) with a set of Gaussian PSFs of standard deviation (s.d.) from 2 to 20 at intervals of 2. We can observe that at low Gaussian standard deviations, blurring only occurs at boundaries of the disks. If standard deviation of the Gaussian PSF is high enough, the entire disk is blurred and the highest intensity in the blurred version of the disk is no longer equal to the original intensity of the binary disk. The new position of the boundary at $P$ can be found by equating $H(R)$ to 0.5 or by taking derivatives and finding the point of highest gradient. For the experiments reported below, we took the former approach because it allowed more straightforward comparison of the predicted and experimental boundaries. Note that, under this definition of the boundary, the predicted position is undefined if the ratio between $\sigma$ and the local radius of curvature is too large.

If the radius of curvature is large enough (i.e. relative to the scale parameter $\sigma$, asymptotic assumptions can be made).
\[ H(R, R_0, \sigma) = \frac{1}{\sigma^2} e^{-\frac{R^2}{2\sigma^2}} \int_0^{R_0} r e^{-\frac{r^2}{2\sigma^2}} I_0\left(\frac{\sigma R}{\sigma^2}\right) dr < \frac{1}{\sigma^2} e^{-\frac{R^2}{2\sigma^2}} \frac{R_0^2}{2\sigma^2} I_0\left(\frac{R_0 R}{\sigma^2}\right) \]  

(5)

From the asymptotic expansion of the modified Bessel function \([2]\), \[ I_0(z) \approx \frac{e^z}{\sqrt{2\pi z}} \left[ 1 + \sum_{k=1}^{\infty} \frac{[(2k-1)!!]^2}{k!(8z)^k} \right] \]

Thus for large \(R_0\sigma\),

\[ H(R) \approx \frac{1}{\sigma^2} e^{-\frac{R^2}{2\sigma^2}} \frac{R_0^2}{2\sigma^2} e^{-\frac{R_0^2}{2\sigma^2}} \left[ 1 + \sum_{k=1}^{\infty} \frac{[(2k-1)!!]^2}{k!(8R_0 R^2)^k} \right] \]

\[ = \frac{R_0^2}{2\sigma^3 \sqrt{2\pi R_0 R}} e^{-\frac{R^2 + 2R_0 R}{2\sigma^2}} \left[ 1 + \frac{1}{8 \frac{R_0 R}{\sigma^2}} + \frac{9}{2! \left(8 \frac{R_0 R}{\sigma^2}\right)^2} + \frac{9(25)}{3! \left(8 \frac{R_0 R}{\sigma^2}\right)^3} + \ldots \right] \]  

(6)

### 3 Results

To test the accuracy of our prediction, we performed experiments with a synthetic binary 'limacon' shape with varying boundary curvature. We first reparameterised the shape boundary to obtain equally-spaced points around the boundary. We then found the normal vector at each point and calculated the radius of curvature. We computed movement along the normal vector at each boundary point for different values of \(\sigma\) using Equation (4). We also generated a binary image of the synthetic shape, smoothed it with the same values of \(\sigma\) and extracted the 0.5 isointensity contour. In order to reduce the effects of quantisation problems, we regularised the experimental shape boundaries using an appropriate harmonic Fourier descriptor to smooth the shape boundaries. The difference between the position predicted by Equation (4) and the experimental boundary position was measured along the normal at each point.

**Figure 3** shows the original limacon shape (average diameter is 280 pixels) and its shape boundary curvature profile. We can see that at the left side of the shape boundary, the shape has positions of zero curvature (i.e. infinitely large radius of curvature).

**Figure 4** shows the experimental and predicted shape boundaries after the original image containing the binary shape is blurred using a Gaussian PSF of a standard deviation, \(\sigma\) of 20. We measured the root-mean square error (RMSE) of the experimental boundary with respect to the predicted and (for reference) the original boundaries. We also observed that at zero curvature positions, there is no movement for both the predicted and experimental
case, as long as the Gaussian PSF has a standard deviation which is less than the zero curvature region. This is simply because the magnitudes of the normal vectors at these positions are zero.

Row 1 in Table 1 shows the RMSE between the predicted and the experimental shape boundaries for $\sigma$ ranging from 5 to 30. Row 2 shows the RMSE between the original and the experimental shape boundaries for the same range of $\sigma$. The $\sigma$ were arbitrary chosen for testing purposes, as long as the highest intensity of the binary object remains higher than 0.5 after blurring. These results show that the predicted shapes are in good agreement with the experimental shapes.

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE of Predicted and Experimental</td>
<td>0.5090</td>
<td>0.5033</td>
<td>0.4770</td>
<td>0.5113</td>
<td>0.4960</td>
<td>1.2835</td>
</tr>
<tr>
<td>RMSE of Original and Experimental</td>
<td>0.5411</td>
<td>0.8191</td>
<td>1.3203</td>
<td>2.0500</td>
<td>2.9933</td>
<td>3.5197</td>
</tr>
</tbody>
</table>

Table 1. RMSE of predicted and original shape boundaries with respect to experimental shape boundaries for different values of $\sigma$

4 Discussion and Conclusion

We have shown that we can accurately predict boundary changes due to image blurring under certain assumptions. Principally, we assume that the underlying (super-resolution) shape boundary has locally constant curvature over the range of the Gaussian PSF used for image smoothing. This assumption is fundamental, but is particularly important in our experimental regime where the 0.5 isointensity contour becomes undefined if the assumption does not hold. We also assume that the size of the image is large enough that we do not need to worry about boundary effects. The assumption of locally constant curvature is particularly problematic in regions such as cusps, where the curvature changes rapidly. This might be tackled by using a higher order approximation to the local shape of the curve [3].
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Abstract. Registration of diffusion-tensor magnetic-resonance (DT-MR) images is distinguished from single component intensity image matching by the orientational information the images contain, which is affected by the registration transformation. We describe novel DT-MR registration techniques that have been devised to exploit the orientation coherence of diffusion tensors and to determine if diffusion-tensor-orientation matching improves the accuracy of registration over that from registration algorithms that ignore orientation. We show comparative results from inter-subject human brain data. To compare the potential of orientation-based methods fairly with standard methods we use combined simulated annealing and gradient descent to get closer to the global minimum of the registration objective function.

1 Introduction

Diffusion-tensor MRI [1] measures the diffusion tensor of water molecules in each image voxel. White matter fibres hinder water mobility more across the fibre than along it so that the principal axis of the diffusion tensor is much larger than the other two axes, and it coincides with the direction of the fibers. This reveals structural information about anatomical regions that otherwise appear homogenous on conventional MR images. Applications of DT-MRI lie mostly in the analysis of pathologies of white matter in the brain, for example, multiple sclerosis [2] and schizophrenia [3]. Tractography algorithms use fibre-orientation estimates from DT-MRI to follow fibre trajectories through image volumes. Tractography helps neurosurgical planning [4] and clinical studies into differences in connectivity between different population groups [5]. Such studies require spatial normalisation to remove variability in fibre tract position, shape and thickness. Here we investigate registration of diffusion-tensor magnetic-resonance (DT-MR) images. In particular, we test the hypothesis that diffusion-tensor orientation matching improves the accuracy of registration over registration algorithms that ignore orientation.

Image-based registration of scalar images estimates a transformation that minimises the difference between the target and source images. Alexander and Gee [6] extend an elastic matching algorithm, originally designed for scalar imagery, to work with DT-MR images. They describe a number of similarity measures, derived from the full tensor, that are sensitive to orientational information. Other similarity measures have been proposed by Ruiz-Alzola [7] and Guimond [8].

Accurate registration of diffusion tensor images also requires tensor reorientation to keep their orientations consistent with the image structure [9]. If the transformation is rigid, we can reorient the tensors directly: if $R$ is the rotation matrix of the image transformation, each $D$ becomes $D'$, where $D' = RD R^T$. For higher order transformations, we must determine the rotational effect that the transformation has on the tissue microstructure and use that rotation to reorient the diffusion tensor. A number of reorientation strategies have been proposed, including finite strain (FS) and preservation of principal direction (PPD), which try to find rigid transformations that reflect the local reorientation of the image from the transformation [9]. Any non-singular affine transformation $F$ can be decomposed into a rigid component $R$ and a deformation component $U$ [11] so that $F = U R$. The FS strategy [9] uses the rigid component, $R$, of the local affine approximation, $F$, to the transformation to reorient $D$. We can compute $R$ from $F$ using $R = (FF^T)^{-1/2} F$. If the transformation is affine, the rotation $R$ needs to be computed only once and is constant over the entire image. A drawback of the FS strategy is that the deformation component $U$ of the affine transformation is discarded and does not contribute to the estimated reorientation [9]. The PPD strategy directly examines the effects of the transformation on the eigenvectors of the DT at each point. The PPD algorithm finds the rotation that maps $e_1$, the principal eigenvector of $D$, exactly to $Fe_1$ and maps $e_2$, the second eigenvector, closest to $Fe_2$. The strategy assumes that the directionality of the tissue structure corresponds to the direction of the eigenvectors of the DT [12]. With PPD, the DT reorientation is not constant over the image for general affine transformations, unlike the FS strategy and a separate $R$ must be computed at each voxel. Xu and colleagues [13] refine the PPD approach by estimating the fibre direction more reliably from a neighbourhood of voxels.

In earlier work [14], we adjust the tensor orientations iteratively during registration according to the transformation using the FS or PPD method. We show that orientation matching improves registration results using direct
optimisation for intra-subject simulations. Park and colleagues [15] also use orientation matching to drive the registration and they found that full-tensor registration with PPD reorientation showed the best performance in effectively normalising the tract morphology and tensor orientation. Their study introduces evaluation measures based on alignment of extracted fiber tracts from the registered data. They acknowledge that errors in fiber tracking affect the evaluation of the registration but suggest that such errors are evenly distributed for all comparison procedures. Here we examine the directional coherence of the transformed-source and target images in two hand-defined regions. Experimentation with the direct optimisation scheme used in [14] within inter-subject brain registration tasks revealed difficulties with local minima. An additional contribution of this work is the highlighting of the local minimum problem in orientation matching and the need to use global optimisation techniques, despite the dramatic increase in computation times, to overcome these difficulties. Finding optimal solutions is particularly important here, since the aim of the work is to determine which approach fundamentally provides the best image match. Spurious optima at local minima will not demonstrate the full power of a particular matching technique.

In section 2 we outline the DT-MR registration algorithm. Section 3 presents the experiments and results. Finally, we conclude in section 4 and discuss directions for future work.

2 Method

In this paper, we limit investigation to affine transformations, although the methods we describe can be extended easily to other transformation groups. We use a standard decomposition of the affine transformation, which decouples the parameters, splitting the transformation into 3 rotation, 3 translation, 3 scale and 3 skew parameters. We sum the voxelwise similarity over the overlapped foreground regions of the transformed source and target images and normalise by the size of the overlap. We consider only an eight of the voxels \((32 \times 32 \times 42)\) in order to reduce computation times. We can use any reorientation strategy to compute the transformed source image. For tensor images, we can choose the similarity to be any of the indexes described in [9]. We use the tensor difference \(\Delta\), which is the sum of square differences between the nine corresponding elements of the two DT matrices. For two DTs, \(D_1\) and \(D_2\), \(\Delta(D_1, D_2) = \sqrt{(D_1 - D_2) : (D_1 - D_2)}\), where the tensor scalar product \(D_1 : D_2 = \text{Tr}(D_1 D_2)\). The tensor difference is sensitive to differences in size, shape and orientation of the two tensors [9] and has proved effective for DT image matching in previous work [6, 9].

Optimisation methods seek the global minimum of an objective function. However, a common problem with optimisation techniques is that they can converge to sub-optimal solutions at local minima. In an attempt to find the global minimum in a reasonable amount of time, many registration methods rely on multi-resolution approaches in the hope that local optimisation will find the global minimum. Jenkinson et al [16] present a global optimisation for volumetric registration of brain images. This method combines a fast local optimisation, Powell’s method [17], with an initial search phase, tuned to be computationally feasible. In a similar way, to avoid being trapped in local minima and thus sub-optimal solutions, we combine a fast local optimisation, Powell’s method, with a global optimisation technique, Simulated Annealing [17].

Simulated Annealing [17] is a global optimisation technique that has been reported to perform very well in the presence of a very high number of variables [18]. It is based on random evaluations of the objective function, in such a way that transitions out of a local minima are possible. It does not guarantee to find the global minimum, but if the function has many near-optimal solutions, it should find one. Here, we use simulated annealing to optimise the starting point for Powell’s method. We call the combined method gradient annealing. We omit full details of the method, but we choose settings that give good results in manageable computation times.

3 Experiments and Results

We registered six DT-MR brain images \((128 \times 128 \times 42\) voxels\) to a seventh, template image, using the algorithm described in Section 2. Using the gradient annealing optimisation scheme, we compute the affine registration using no reorientation, FS and PPD reorientation. The hypothesis is that registration using FS and PPD should be better than using no reorientation, since these methods allow orientations to be matched properly. Furthermore, PPD should produce better results than FS, since it reorients tensors more accurately.

Table 1 compares the final summed \(\Delta\) after optimisation using a single run of Powell’s method initialised at the identity transformation with that from the full gradient annealing optimisation. The results in Table 1 show that the direct method clearly does not find the global minimum. The gradient annealing algorithm is not guaranteed
Table 1. The summed tensor difference ∆ found for the Powell initialised with an identity transformation and gradient annealing DT-MR brain registrations for each of the three affine reorientation strategies. The lower scores indicate greater similarity.

<table>
<thead>
<tr>
<th>Registration Scheme</th>
<th>Powell</th>
<th>Gradient Annealing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reorientation Strategy</td>
<td>None</td>
<td>FS</td>
</tr>
<tr>
<td>1</td>
<td>475.63</td>
<td>452.26</td>
</tr>
<tr>
<td>2</td>
<td>424.26</td>
<td>425.02</td>
</tr>
<tr>
<td>3</td>
<td>425.18</td>
<td>424.95</td>
</tr>
<tr>
<td>4</td>
<td>430.45</td>
<td>455.49</td>
</tr>
<tr>
<td>5</td>
<td>422.36</td>
<td>418.73</td>
</tr>
<tr>
<td>6</td>
<td>452.48</td>
<td>456.37</td>
</tr>
</tbody>
</table>

Table 2 shows the average angular separation of the principal eigenvectors for the six subjects for each of the reorientation strategies and in each ROI. Low numbers indicate good coherence and high numbers indicate poor alignment of the principal direction between tensors in the source and target images. The PPD method produces smaller angular separations than the FS method and both FS and PPD produce smaller angular separations than the no reorientation method for the CST region for subjects 1, 5, and 6, which is the expected pattern. The angular separations are equal for all three reorientation strategies for the CST region for subject 2. However, for subjects 3 and 4 the PPD method does not align the principal directions better than FS or no reorientation in the CST region, although for subject 3, FS performs better than the no reorientation method. However, for the CC region, the pattern is not the expected one and PPD and FS appear consistently worse than no reorientation. Closer
examination reveals that the quality of registration obtained from the affine transformation is not as good for the CC region compared with the CST region for all subjects. The poor alignment in this region gives rise to the higher than expected angular separations.

4 Conclusion

We wish to investigate the potential improvements gained from orientation matching but are not proposing a working registration algorithm because while the scheme improves results over single-shot direct optimisation, it also dramatically increases computation times. The results presented here are promising, suggesting that orientation matching improves registration to some extent. We may see a more dramatic effect for higher-order transformation models, which should improve the alignment between subjects. Future work will investigate how to incorporate orientation matching into faster algorithms reliably.
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1 Introduction

This paper presents a discussion on the application of biologically-inspired algorithms to the processing of medical images. In particular, the concept of Cellular Algorithms is described and its relationship to other algorithms commonly used in image processing is discussed. Cellular Algorithms are based on emulating the basic characteristics of the behaviour exhibited by biological cellular aggregates. Given that cellular aggregates are the constitutive elements of biological tissues, and thus are the bases of anatomical organs and systems, their behavioural mechanisms are naturally suited for representing biological shapes. Therefore, algorithms emulating the behaviour of cellular aggregates offer a powerful tool for performing segmentation of anatomical structures from medical images. This paper presents the software framework under which families of Cellular Algorithms can be implemented in the Insight Toolkit (ITK) and can be made available to the medical image analysis community.

2 Background

Cellular Algorithms are not new at all; they have been in use since the very early years of image processing. In fact, most of the techniques currently used in image processing are specializations of Cellular Algorithms. This includes algorithms such as Mathematical Morphology, Neighbourhood Filtering, Convolution Filters, Variable Conductance Diffusion Filters, Markov Random Fields, PDE Methods, FEM methods, Level Sets, Region Growing, Deformable Models, and Watersheds. Unfortunately, the theoretical algorithmic aspects behind these commonly used methods have been usually neglected or disregarded, partially for the desire of presenting them as Mathematical approaches rather than the Heuristics that they actually are.

The fundamental characteristics of Cellular Algorithms are

- **The Field**: A set of similar elements distributed in space.
- **The Element State**: Every element in the field has a state that is taken from a set of possible states.
- **The Rules**: The field is iteratively updated based on a rule that is applied to every element.
- **The Rule Scope**: The update rule takes into account the state of other elements in previous iterations.

At this point the reader probably recognizes the signature of Cellular Automata. John Von Neumann under the advice of Stanislaw Ulam, was one of the first people to consider the model of Cellular Automata in his seminal work on Self-Reproducing Automata [1]. John Holland started applying cellular automata to problems of adaptation and optimisation [6]. Strictly speaking, Cellular Automata are equivalent to Cellular Algorithms, however, technological limitations of the early days of computing led to implementing Cellular Automata in very restrictive contexts. Subsequent evolution of these algorithms lacked of historical perspective, and resulted in the continued imposition of such restrictions despite the fact that our current computational capabilities do not...
require them anymore. Among those restrictions, the set of elements has traditionally been represented as the
nodes of a rectilinear grid, the position of the elements does not change as a consequence of the application of
the rule, and nodes in the grid are not inserted or removed. These implementation restrictions have been
associated so much to the definition of Cellular Automata that we have preferred to use here the term Cellular
Algorithms in order to return to the original concept of emulating the behaviour of a group of biological cells.
The contribution of this paper is therefore to put current image processing algorithms into perspective and to
explore the implementation of new ones that take advantage of cellular behaviours underexploited so far.

3 Algorithms and Computational Capacity

A large number of image processing methods currently in use for medical applications are based on the
paradigm of visiting all the pixels on the image and updating their values according to a particular rule. The rule
typically involves the evaluation of the pixel neighbours. In some cases, the processing requires several input
images and therefore the computation rule requires the evaluation of pixels in various input images. This generic
paradigm is the basis of simple image processing such as mean and median filters, as well as more complex
algorithms such as those of Mathematical Morphology, and those of Region Growing methods for segmentation.
The paradigm above also applies to methods solving Partial Differential Equations (PDE) iteratively, which
includes advanced algorithms such as the Demons deformable registration methods and all the implementations
of Level Sets for image segmentation, image enhancement and motion detection. Statistical methods such as
Markov Random Fields also belong to this general group with the interesting variation of introducing stochastic
rules. Other methods are not attached to the image grid, but still follow the generic approach of having a set of
basic elements that are iteratively updated by the application of a rule in which the state of other elements is
taken into account. This is the case of FEM-based registration algorithms and Deformable Models such as
Snakes used for image segmentation. From the Algorithmic Theory point of view, all the methods cited above
are a very narrow subset of the computational entities that can be modelled with Cellular Automata (CA) [1, 2,
3, 4]. In fact, all the image processing implementations cited above are Cellular Automata. A significant
advance in image processing may be achieved by using more generic implementations of Cellular Automata, in
particular those based on non-regular grids and dynamic grids where insertion and deletion of elements is
possible. These more generic algorithms are inspired in the behaviour of biological cells and are referred here as
Cellular Algorithms [5].

The algorithmic capabilities of Cellular Automata have been studied in detail for several decades. Let’s just
remark that very simple Cellular Automata have been proved to be able to perform as “Universal Computers”.
This means that they can be used for implementing any algorithm. However, little progress has been made on
the application of their generic formulation. This is mainly due to the difficulty for anticipating the behaviour
that results from the definition of a particular updating rule. Small rule changes that may appear insignificant,
often times result in dramatic transformations on the behaviour of the field over time. The selection of the
update rules is the most critical element on the definition of Cellular Algorithms.

3 Bacterial Colonies for Segmentation

A generic framework for supporting Cellular Algorithms is being implemented in the Insight Toolkit (ITK). Out of this generic framework,
a simple algorithm for image segmentation is illustrated here by simulating the basic rules of a Bacterial Colony. In this particular case all cells are
equivalent and the image itself is presented as the substrate in which the cells are living. Cells are programmed to reproduce only when the
intensities of the substrate are in a certain range. The algorithm is started by placing an initial bacterium in an image position and then letting it
reproduce under the control of its own cell cycle rules. After cellular division the cells grow and push each other
expanding the cellular aggregate as a result. In this simple example, cells are not actively migrating nor
exhibiting any tropic behaviour. However, the addition of those behaviours is certainly a possibility for
implementing more powerful variations of segmentation algorithms. The cells are represented in a Mesh where
the nodes contain information about the cell state and the edges represent the neighbourhood connections. For
the sake of efficiency, this mesh is implemented as an over-connected mesh, which means that a cell has
connection to the immediate closest cells and also to the next set of neighbour cells. Since the cells positions
change as a result of the inter-cellular forces as well as and the division of cells undergoing mitosis, it is
necessary to periodically update the list of neighbours of every cell. This is done here every ten iterations, under
the observation that a certain number of iterations of force computation are required for bringing the system to
equilibrium after a cell division. Once the new neighbourhood relationships are updated, new inter-cellular
forces are computed, cells positions are updated, and the state of every cell in its own cycle is updated. As a result of updating the cellular cycle, some cells will undergo division; some other may undergo apoptosis, also known as *programmed cell death*. One iteration of the algorithm is illustrated in the figure above.

The use of an over connected mesh facilitates to recomputed the set of immediate neighbours participating in the force interaction computations. The assumption is that under steady conditions of the mesh evolution, only cells already in the second range of neighbours will eventually become closer an enter the first range of closest neighbours. Thanks to this, it is not necessary to explore the entire mesh in order to refresh the nearest neighbours’ connections, making that a traditional \( N^2 \) process becomes an \( M \times N \) process, where \( N \) is the number of cells in the colony and \( M \) is the number of neighbours expected in the first and second closest range. This factor is dependent on the dimension, for example, \( M \) will be about 18 in 2D, and close to 40 in 3D. The reason why the value can only be estimated is that the cells will arrange themselves in irregular grids and therefore only a mean number of neighbours can be considered here.

### 4 Fundamental Cellular Mechanisms

This section describes the main mechanisms responsible for controlling the behaviour of biological cellular aggregates. Some of those mechanisms have already been implemented in the generic framework of cellular aggregates in ITK, some others are only planned as future work.

#### 4.1 Cell Cycle

The cell cycle is one of the fundamental mechanisms for controlling the behaviour of cellular aggregates. The cell cycle is the process by which cells reproduce through division, stabilize or die. The regulation of the cell cycle allows controlling the local density of cells by triggering tissue growth or by removing unnecessary cells. The loss of control over the cell cycle results in disorganized growth such as malign tumours [8]. The simple segmentation method illustrated in Figure 1 uses the intensity of the image as one of the criteria for controlling the cell cycle. Cells are only replicated in the regions of the image with bright intensities. This simple rule results in “Region Growing” behaviour for the cellular aggregate. The advantage of using cells here is that a large number of extra elements can be added to the decision checkpoint controlling whether the cells should replicate or not. Those extra elements may help to prevent local leaks which are the major drawback of regions growing algorithms, including those already available in ITK.

#### 4.2 Cell-Signalling

About 40% of the proteins in unicellular organisms are dedicated to information processing and transmission tasks. That is, they do not have any structural or metabolic role in the cell life. Their purpose is to convey information from one site of the cell to another, from one cell to another cell, and between the cell and the extra cellular matrix. The molecular mechanisms of cellular communication usually involve proteins that act as signals and receptors. In many cases, those proteins are simultaneously signals and receptors and are capable of performing basic information processing tasks such as AND and OR gates [8]. In the context of software engineering, this is equivalent to an “event-driven” architecture, where cellular signals are equivalent to *Events* and cellular receptors are equivalent to *Observers* or *Listeners*. Although Events and Observers are already implemented in ITK for the control of the data-pipeline, their implementation is not appropriate for being used in the context of a large population of cells. A new mechanism for rapid processing of events from thousands of cells is expected to be implemented in ITK. One of the typical mechanism by which bacterial colonies achieve group behaviour is through “voting” or “quorum sensing” schemes. This is done by making all the bacteria emit signals that have a limited range and/or a limited lifespan. The cells have receptors for the same signal and can measure the concentration of the signalling molecule in the local neighbourhood. When the concentration of the signal surpasses a threshold, the cell interprets that as reaching a quorum amongst the neighbours and therefore proceeds to trigger a particular behaviour. This mechanism is used by fluorescent bacteria in order to pulse at night in the ocean by synchronizing large scale populations of cells [7].
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4.3 Cell-Cell Interactions

Mechanical interactions between cells involve the application of pressure forces resulting from pushing cells against other, as well as tension forces resulting from adhesion between cells, and between cells and the extra cellular matrix [9,10]. These mechanical interactions are being currently simulated in ITK in the context of a highly viscous medium, where inertia has a minimum effect and cell displacements occur at low speeds. Interaction between a cell and its neighbours involve both information transmission and mechanical interactions. Information transmission is performed with signals and receptors in the cell surface. Mechanical interactions are achieved through the synthesis of proteins called cadherins. The cell produces these proteins and exports them to the cellular membrane from where they can attach to complementary molecules on the surface of neighbouring cells. A large variety of cadherins and complementary proteins allow the cells to selectively attach to certain types of cells and not to others. This mechanism facilitates the creation of epithelial cells and endothelial cells. Epithelial cells tend to form on the outside of organs and arrange themselves on sheets that recover the organ. Endothelial cells on the other hand stay in the inside of organs. From the algorithmic point of view, the strength of the cadherins interactions joining the epithelial cells among themselves is responsible from controlling the curvature of the cellular aggregate borders. In this way cellular aggregates can regulate their curvature in the same way that deformable models use internal forces, and Level Set methods use curvature terms in the computation of their speed images. The advantage of cell-cell interaction is that the rules controlling cadherins expression allow for more complex behaviours. For example, it is possible to set a higher curvature restriction in one side of the organ that the other, depending on what organs are found across the epithelium [8,9,10]. Currently only pushing forces are implemented in the ITK framework. Future work will introduce the emulation of cadherins.

4.4 Cell-Matrix Interactions

The cellular matrix is a substrate in which the cells live. The material of the cellular matrix is usually produced and maintained by the cells themselves, which results in a symbiotic relationship. The interactions between the cells and the matrix include information transmission via signals and receptors, metabolic dependencies due to transport of materials required for maintaining the infrastructure of both intra and extra cellular spaces, and mechanical interactions driven by proteins that attach the cytoskeleton and the cell membrane to fibres in the extra cellular matrix [8,9,10]. A natural way of using cellular algorithms for image processing is to associate the image to one of the chemical compounds of the cellular matrix. Cells in the aggregate will then react to the different concentrations of the substrate, in other words, the result of applying the update rules will depend on the intensity of the input image or images in the neighbourhood of the cell location.

Source Code
The source code of the current implementation of Cellular Algorithms in ITK is available at http://www.itk.org as part of InsightApplications package. They are located in the Morphogenesis subdirectory.
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Flaws in Existing Spatio-Temporal and Temporo-Spatial Realignment of FMRI Data
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1 Introduction

It is widely recognised that the separate application of rigid-body motion correction and temporal interpolation (slice-timing) do not accurately account for the slice-based acquisition of FMRI data. We demonstrate that the use of volumetric motion correction and slice-timing is not only inaccurate, but that in many situations it can lead to a degradation of the images.

Furthermore, knowing that the separation of motion correction and slice-timing correction is an approximation, there is no clear consensus as to what order these two steps should be applied in. We show that over a very similar set of motions, either combination can lead to a range of different corrections.

2 Existing Approaches

Echo Planar Images are typically acquired in a slice-sequential manner, that is, all the voxels falling within a single slice of scanner space are captured before the voxels in the next slice. While acquiring more than one slice at a time is possible in some MRI applications, it is currently impractical for FMRI because the resulting signal-to-noise ratio is too low to be usable.

Single-shot EPI (as opposed to multi-shot, interleaved or segmented EPI) is the EPI sequence that is typically used in FMRI. The ‘single shot’ refers to the fact that each slice is reconstructed from a single RF excitation. Although it is possible to acquire several slices with single shot — one shot for each slice — the FMRI data-sets acquired to date are nearly always single-shot multi-slice EPI.

Given that SNR considerations limit FMRI to stacked-slice acquisitions in practice, the problem of temporal offsets within a volume due to the successive acquisition of slices remains a significant confound to motion correction. Previous attempts to correct FMRI data for artefacts introduced during acquisition have considered spatial realignment and slice-timing correction as two distinct and separate stages in the processing chain as shown in Figure 1.

Performing slice-timing correction means, ideally, that the image reflects a true ‘snapshot’ of the object at a discrete point in time, rather than as a volume of slices acquired sequentially. The slice-timing-corrected data should more

\*Corresponding author: Dr P R Bannister, prb@robots.ox.ac.uk.
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accurately reflect the spatio-temporal relationship between voxels throughout the volume. Because the EPI data-sets under consideration have typically been acquired slice-by-slice rather than by using a volumetric approach, the temporal distribution of the slices within each volume must be taken into account if correct and meaningful conclusions are to be drawn about the spatio-temporal relationships within the data.

While the need for slice-timing is widely acknowledged, these corrections are not always performed in practice on FMRI data. Applying the two corrections separately is convenient, not least because it facilitates the use of existing tools for rigid-body motion correction along with separate temporal interpolation of each voxel time-course to re-shift slice-timings. There are fundamental errors in the assumptions underlying this distinction, however, regardless of the order in which the two steps are performed. Clearly, if no subject motion has occurred, it is sufficient simply to apply slice-timing correction as a series of temporal interpolations over each voxel time-course in turn, where the amount of shift is proportional to the temporal offset associated with the slice containing the voxel being considered, shown in Figure 1. A complete lack of subject motion is unlikely to occur in real data, however, so the interaction between motion and acquisition delays must be modelled in order to correct fully for the resulting artefacts in the data.

Assuming that motion correction is carried out before any temporal corrections, data which may not correspond to acquisition at a consistent point in time will be co-registered. If slice-timing correction is applied after the initial realignment, the corrected images will contain data from several discrete sample times within individual slices. This is because, in the general case of through-plane motion, spatial registration will realign the data so that intensity values from individual slices in scanner space are distributed across several slice locations in the corrected data. Specifically, if rigid-body realignment is performed, subsequent slice-timing will make the incorrect assumption that data within individual slices will have been acquired at the same time-point. In this situation, it is necessary to keep a record of the slice in which the data were originally acquired and then apply the appropriate timing correction, a step which is usually omitted.

It might therefore seem obvious that temporal re-sampling should be carried out before motion correction. An obstacle to such a re-sampling is that in order to carry out slice-timing correction by temporal interpolation of a particular voxel, the time-course of that voxel must be known. If the subject has moved, there is no guarantee that a voxel in object space will be in constant alignment with a voxel in scanner coordinates. This creates a cyclic problem where motion correction is needed in order to determine slice-timing before motion correction. The purpose of the work described in the remainder of this paper is to demonstrate that the use of separate spatial and temporal algorithms to solve a spatio-temporal realignment problem cannot be considered a suitable approximation to the true solution.

3 Experimental Results

A number of artificial data-sets were generated which contained a range of intra-slice movements. This was done by applying the transformations describing the motion to a high-resolution (256x256x128 voxel) 20 volume EPI time-series containing no prior motion or activation. The data was then down-sampled to a more typical size of 64x64x21 voxels per volume.

Four possible corrections were applied: RAW (no correction), MC (motion correction using MCFLIRT [1]), MC+ST (MCFLIRT followed by temporal sinc interpolation) and ST+MC (sinc interpolation followed by MCFLIRT). After correction, the level of correction was characterised by examining the median average residual error across all the voxel time-courses within the time-series. The error is computed by comparing the intensity values in the corrected data to those in the original (unperturbed) images. In the case of a perfect correction, this value should be zero.

In the first case, two data-sets containing either nodding (rotation around a central x-axis) or shaking (rotation around a central z-axis) were evaluated. The range of motions were +1 , +2 , +1 , -1 , -2 , -1 , +1 ... per volume with the motion applied incrementally over each slice. For example, for the first slice of the first volume, a rotation of 0.0476 was added, for the second slice 0.0952 and so on. The results are presented in Figures 2 and 3. For the shaking motion, motion correction alone was able to slightly reduce the error but additional slice-timing, both prior and post MCFLIRT, made this correction worse. In the case of the nodding data, all three correction approaches led to a worse error than no correction at all.

A second group of data-sets were then generated which contained a range of either nodding or shaking motions...
Figure 2. Comparison of relative accuracies, measured as median average residual variance, of separate spatial and temporal corrections when applied to data known to contain inter-slice movement within individual volumes. *From left to right:* Uncorrected data (RAW), MCFLIRT motion correction (MC), slice-timing correction then MCFLIRT (ST+MC), MCFLIRT then slice-timing correction (MC+ST).

Figure 3. Comparison of relative correction errors, measured as median average residual variance, of separate spatial and temporal schemes when applied to data-sets which are known to contain only intra-slice movement within individual volumes. *From left to right:* Uncorrected data (RAW), MCFLIRT motion correction (MC), slice-timing correction then MCFLIRT (ST+MC), MCFLIRT then slice-timing correction (MC+ST) applied as +M/-M/+M/-M etc. where M ranged from 0.1 up to 2 between data-sets. In the case of this regular, repetitive motion, slice-timing will have the effect of averaging the intensity values across time-points thus giving the impression of a good correction. Even so, it is not possible to predict whether the best correction with occur if the slice-timing step is placed before the motion correction, or after. The magnitude of the error is still around 50% of the original value (relating to an absolute error of several millimetres in the images). The results, shown in figures 4 and 5, depict this erratic performance. The plots also reveal that without the averaging effect of temporal interpolation, motion correction alone will still lead to a degradation of the images.

4 Discussion

It has been shown that the convenience of using separate slice-timing and motion correction is out-weighed by the adverse effect that this has on FMRI data exhibiting very simple and common types of intra-slice motion. In order to accurately compensate for these effects, an integrated approach to spatio-temporal re-alignment has been developed [2] which can accurately model the motion at an individual slice resolution.
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Figure 4. Plots of the median average residual variance for a shaking motion design show the effect of correction with separate slice-timing and rigid-body motion correction on images containing very low levels of motion. Notation corresponds to uncorrected data (RAW), MCFLIRT motion correction (MC), slice-timing correction then MCFLIRT (ST+MC), MCFLIRT then slice-timing correction (MC+ST).

Figure 5. Plots of the median average residual variance for a nodding motion design show the effect of correction with separate slice-timing and rigid-body motion correction on images containing very low levels of motion. Notation corresponds to Uncorrected data (RAW), MCFLIRT motion correction (MC), slice-timing correction then MCFLIRT (ST+MC), MCFLIRT then slice-timing correction (MC+ST).
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Abstract: Repeated serial Magnetic Resonance Imaging (MRI) scans allow physicians to non-invasively examine the human brain and detect changes in brain structure over a period of time. Comparison of global and/or regional brain volume between repeated scans may be used as indicators or surrogate markers of brain pathology. Geometric Deformable Models are identified as a promising approach, since the model has the potential to accurately analyse brain volumetric changes. This paper describes the development of a Geometric Deformable Model and its application to hippocampal volume measurement.
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1. Introduction:

Magnetic Resonance Imaging (MRI) is widely used to image anatomical structures. Due to improvements in computer processing capability and improved imaging technologies, volumetric analysis of MRI datasets is becoming feasible. In clinical practice, simple visual inspection of MRI scans is often insufficient to determine the degree of progression or regression of pathology or to analyse the effect of treatment. Repeated serial MRI scans offers the opportunity for longitudinal studies, in which a previous scan of the patient becomes the reference point for comparison with later scans. An accurate and robust volumetric segmentation of all or part of the human brain, based on Magnetic Resonance Imaging (MRI) scans, could be used to aid early clinical diagnosis of neurodegenerative diseases. For this challenging task, Geometric deformable models (GDM) seem to be a promising approach to extract anatomical structure from volumetric data, since GDMs have the potential to (a) incorporate a range of a priori knowledge about the target structure and (b) automatically measure volume. GDMs have been successfully used to segment a variety of structures, for example: teeth [1], the cardiac left ventricle [2] and human vertebra [3]. This paper focuses on volumetric measurement of the hippocampus from MRI datasets by using GDM. Quantitative analysis (segmentation) of hippocampus is desirable since (for example) early stage of Alzheimer’s disease is known to be linked to neuronal damage of the hippocampus. In clinical practice, segmentation of the hippocampus is typically performed manually by a radiologist. Manual segmentation methods bring many drawbacks such as high bias results, labour-intensive, and lack of consistency. Previous authors have applied GDM to the problem of segmenting the hippocampus [4], in which they still have not find the solution on solving mesh self intersection problem. Our GDM approach is different from [4] since we introduce of a new constraint that takes into account the relationship of non-neighbouring vertices in order to prevent GDM mesh self intersection.

This paper describes a volume analysis algorithm designed to be applied to standard quality T1-weighted longitudinal brain MRI scans in order to quantify hippocampus volume changes. The paper will first describe the GDM that we have developed, followed by a short explanation of how we measure volume from the GDM. After that, some initial results are presented. Finally, the results are discussed and future work is described.
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2. Method Overview:

A Geometric Deformable Model (GDM) (sometimes described as a “balloon model”) is a collection of polygons in space, forming a curve (in 2D) or a surface/solid (in 3D) (Figure 1). We are developing a GDM for MRI volumetric analysis, derived from the original formulation of [1], but incorporating a number of modifications. The operation of the GDM is based on constraint modeling and cost function minimization. Our GDM incorporates 5 constraints which are integrated together to form a local cost function (potential function) associated with each vertex in a 3D model. The geometric model is iteratively deformed to a position that minimizes its local cost function [1].

![Figure 1: Balloon model in mesh a) 20 triangles, b) 80 triangles (after deformation and 1 level of global subdivision.)(Image)]

The local cost function at the current location is given as:

\[
\text{Local cost function } (x, y, z) = a_0 \cdot \text{Deformation Potential } (x,y,z) + a_1 \cdot \text{Feature Event } (x,y,z) + a_2 \cdot \text{Maintaining topology } (x,y,z) + a_3 \cdot \text{Angular } (x, y, z) + a_4 \cdot \text{Non-Neighbours } (x, y, z)
\]

(Equation 1)

Where \(a_0, a_1, a_2, a_3, a_4\) are individual weights for the following constraints:

i. **Deformation Potential:**
   - This constraint generates a “force” that tends to expand the model, analogous to an inflation force acting on a balloon. During each iterative step, every vertex tends to move in the normal direction of the local surface in order to decrease the deformation potential.

ii. **Feature Event:**
   - This constraint counteracts the deformation force, preventing the GDM from expanding beyond a target object boundary (for example, the boundary of an anatomical structure).

iii. **Maintaining topology:**
   - This constraint tends to preserve the model topology, minimizing the local curvature between each model point (i.e., each node on the 3D surface) and its neighbours.

iv. **Angular:**
   - This constraint is based on the sum of the angles that comprise the local surface and tends to keep the local mesh surface as smooth / as regular as possible.

v. **Non-Neighbouring Vertices Distance:**
   - In some circumstances the surface of a 3D GDM can self-intersect and this constraint is designed to counteract this effect. Non-neighbouring vertices (i.e., vertices unconnected to the current vertex) that are close to the current vertex will lead to a large constraint, preventing mesh surfaces from intersecting.

The model is initialised as a structure in Euclidean 3-space isomorphic to a sphere, made up of uniformly tessellated icosahedrons. The GDM is refined through a series of iterative steps until it converges to match the desired anatomical structure. During this process, global and local resampling are applied in order to maintain a uniform density of vertices [1,5].
3. Volumetric analysis

The volume of the GDM is calculated after each stage of deformation. At each iteration, the vertices of a model face are deformed from their current positions to new positions. The projection between the current and deformed face positions can be considered as being composed of a set of tetrahedrons. The change in volume of the GDM at each iteration is calculated as the sum of the volumes of the tetrahedrons making up each face projection. This volume calculation does not depend on voxel count and is capable of sub-voxel accuracy.

4. Experimental Results:

Figure 2 illustrates the results of segmenting a dataset containing a known volume (a simple sphere). Figure 3(a) is a rendering of a manually-segmented Hippocampus from MRI volume data. The boundary of the manual segmentation was applied as the Feature constraint to our GDM (see section 3 above) (a more straightforward segmentation task than using the MRI data directly as a Feature constraint). The result of applying the GDM is shown in Figure 3(b). A comparison between the calculated volumes obtained (a) by counting voxels and (b) as an output of our model is shown in Table 1.

![Segmentation of a sphere volumetric dataset: a) Rendered sphere b) GDM approximation to sphere.](image)

![Segmentation of a Hippocampus: a) rendered manual segmentation b) GDM approximation to hippocampus.](image)

<table>
<thead>
<tr>
<th>Object</th>
<th>Voxel count volume</th>
<th>Model volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>54435</td>
<td>54402</td>
</tr>
<tr>
<td>Hippocampus</td>
<td>1659</td>
<td>1630.5</td>
</tr>
</tbody>
</table>
5. Discussion and Future work:

In section 4, we show some initial experimental results obtained from our model. Currently, our model can perform segmentation and volume analysis on regular geometric shapes and on objects that have clearly defined boundaries (for example, the manually segmented boundary shown in Figure 3). The results in Table 1 indicate that the GDM produces a volume estimate that is close to that produced by voxel counting, but is slightly smaller due to the fact that the GDM produces a smoother object surface (and hence a more accurate volumetric measurement).

The hippocampus is surrounded by different kinds of tissue and on some parts of the hippocampus boundary there is no local feature to define its edge, making automatic segmentation a difficult task. We are currently developing feature constraints to deal with the problem of automatic segmentation directly from MRI data. Our goal is to develop a model that is capable of accurately measuring the volume of structures such as hippocampus with minimal operator intervention (e.g., little or no manual segmentation).
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