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Abstract—Medical ultrasound image registration is an essential component in an increasing number of applications, and has therefore been the subject of many studies in the literature. These applications use either generic registration algorithms or pixel-to-pixel comparison based ultrasound-specific methods. Hence, they are not well suited for the case of speckled images resulting from different realizations of a random process. To better handle the speckle, this work proposes an information-theoretic feature detector-based registration approach. Using speckle modeling based on the distributions of Rayleigh or normalized Fisher-Tippett, a speckle-specific information-theoretic feature detector is constructed and applied to provide feature images. Those feature images are then registered using differential equations, whose solution provides a transformation to bring the images into alignment. Compared to standard gradient-based techniques, the expense of the proposed method, particularly for low contrast ultrasound images. It can be readily applied in the healthcare industry.
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1. INTRODUCTION

Maging looks inside the patient’s body, exposing the patient’s anatomy beyond what is visible on the surface. Medical Imaging has a very successful history for medical diagnosis. Image registration, or motion estimation, is a fundamental problem in medical imaging and plays a crucial role in numerous clinical applications, including disease detection, analysis, and treatment. The images may be taken at different times, from different viewpoints, and/or different sensors, etc., and image registration seeks to recover the geometric transformation that brings the images into alignment.

In the recent decades, much literature has been devoted to the general problem of image registration and several good surveys [1], [2] as well as books [3], [4], [5] exist on the subject. To solve the registration problem, various methods have been proposed based on techniques such as iterative closest point (ICP) [6], feature matching [7], and intensity based similarity [8]. A recent research trend is the use of information theory to statistically model or compare images/image regions as well as differential equations [9], [10] to solve for the registration parameters. We adopt such an approach in this work. In addition, we note that recently there has been a renewed interest in gradient-based registration techniques [11], which are simple to implement in industrial applications and have numerous advantages over mutual-information based methods.

Medical ultrasound images are a very important diagnostic tool for physicians. Ultrasound is one of the most commonly used medical imaging modalities and has many advantages, as it is fast, portable, inexpensive and safe. However, speckle degrades severely the quality of medical B-mode ultrasonic images, and renders the registration of ultrasound speckled images as a difficult problem. Hence, the research targeting this problem is very important and has caught the increasing attentions in academia and industrial firms such as Siemens, GE and Philips. For example, Gardner et al. [12] developed a contrast quantification package as part of a medical ultrasound system. This package provided motion compensation through nonaffine image registration.

While generic image registration methods can be used to align ultrasound images, better results are attainable when one incorporates domain-specific knowledge into a registration algorithm. Ultrasound images are corrupted by speckle, which appears as a spatially correlated noise pattern, and its intensity distribution is well-known to be non-Gaussian. Indeed, fully formed speckle is known to be a multiplicative Rayleigh distribution in the envelope detected image and normalized Fisher-Tippett (doubly exponential) distribution in the log-compressed image (display image) [13].

By concealing fine structures, the speckle has a detrimental effect to the current image registration algorithms, especially those based on comparing images on a pixel-to-pixel basis.

For a fixed position of scatterers relative to the ultrasound beam, speckle is deterministic. Therefore, for small displacements, the speckle is correlated in one image to the next, and this fact has been used in speckle tracking methods [14]. However, if the displacement is large, or images are taken of the same region from different scans, or different transducers, etc., the correlation of the speckle will no longer exist. In such cases, registration algorithms that are based on comparing images on a pixel-to-pixel basis will have difficulty, since two corresponding pixels from the same anatomic structure can have very different intensity levels due to intensity variations of the speckle. Instead of comparing samples of normalized Fisher-Tippett distributions from one image to another, it would be preferable to compare estimates coming from the distributions instead. This is the novel method we take in our
approach.
While papers on ultrasound registration appear in the literature [15], many of these papers use generic registration algorithms. Ultrasound-specific registration algorithms [16], [17] are based on probability distributions that come from theoretical speckle models. The similarity metrics used in these papers rely on pixel-to-pixel intensity comparisons, which, for reasons given above, may not be desirable in many real-world applications due to the randomness of speckle.

Unlike such previous work, our proposed method relies on distribution-to-distribution comparisons. Consequently, it is significantly more robust. Our research proposes a registration scheme based on an information-theoretic detector for speckled medical images. In our previous work, we introduced analytic expressions for the J-divergence of Rayleigh and Fisher-Tippett distributed variables for comparing regions in an ultrasound image in the context of feature (edge) detection [19]. It is shown that this feature detector is more robust to speckle than other edge detection methods such as the derivative of Gaussian filter or the Canny edge detector, which are commonly used [20]. We use these feature detected edges in our method.

The rest of this paper is organized as follows. Section 2 introduces the statistical model of speckle. Section 3 describes our two-stage method. Section 4 provides results that scribes our two-stage method. Section 5 concludes the paper by indicating the future research direction and the industrial applications of the proposed method.

2. PROBABILISTIC MODELING OF ULTRASOUND SPECKLE

Speckle is an interference pattern resulting from the coherent accumulation of random scattering in a resolution cell of the ultrasound beam. Fully formed speckle is typically assumed when the number of scatters per cell is greater than ten [13].

2.1. Rayleigh Case

It has been shown that the pixel intensity of the fully formed speckle in inphase/quadrature image, depicted in Fig. 1, $Q_I(x,y)$ at location $(x,y)$, has a complex Gaussian distribution. The probability density function can be written as

$$p(Q) = \frac{1}{2\pi\sigma^2} e^{-|Q(x,y)|^2/(2\sigma^2)}. \quad (1)$$

Since $Q_I$ is complex, its magnitude is taken to produce a real image. The distribution in this magnitude image $M(x,y)$ is Rayleigh [21].

$$p(M) = \frac{M(x,y)}{\sigma^2} e^{-M^2/(2\sigma^2)}. \quad (2)$$

where $M(x,y)$ is real.

To obtain the maximum likelihood Rayleigh estimator, we differentiate the log likelihood of Eq.(2), with respect to $\sigma$, and set this expression to zero to determine the maximum likelihood estimate (MLE) of $\sigma^2$.

$$\sigma^2 = \frac{\int_{\Omega} M(x,y)^2\,dx\,dy}{2\int_{\Omega} \,dx\,dy} \quad (3)$$

where $\Omega$ is a region in the image.

With the above equation, we can calculate the MLE of $\sigma^2$ from the image intensities in the region assuming Rayleigh distribution. Note that this distribution is fully described by this one parameter.

2.2. Normalized Fisher-Tippett Case

Let $I(x,y)$ denote a pixel intensity in the decorrelated log magnitude IQ image at the location $(x,y)$, shown in Fig. 1. The probability density function (PDF) of normalized Fisher-Tippett for a pixel’s intensity can be written as

$$p(I) = 2e^{\frac{-I}{\sigma^2}}(\frac{1}{2} + \frac{I}{\sigma^2} + \frac{1-e^{\frac{-I-2\sigma^2}{2\sigma^2}}}{2\sigma^2}) \quad (4)$$

where $\sigma^2$ denotes the normalized Fisher-Tippett parameter of the reflectivity samples. For a region $\Omega$ in the image, the log likelihood can then be expressed as

$$\ell = \int_{\Omega} \left(\ln 2 + \frac{1}{2\sigma^2} + 2I(x,y) - \ln 2\sigma^2 - e^{2I(x,y)-2\sigma^2}\right)\,dx\,dy. \quad (5)$$

Next, we find an expression for $\sigma^2$ that is the maximum likelihood estimator of the normalized Fisher-Tippett distribution, by taking the derivative of $\ell$ and setting the expression equal to zero,

$$\frac{\partial \ell}{\partial \sigma^2} = \int_{\Omega} \left( -\frac{1}{\sigma^2} - \frac{4\sigma}{2\sigma^2} + (e^{2I(x,y)-2\sigma^2}) \frac{4\sigma}{2\sigma^2} \right)\,dx\,dy = 0. \quad (6)$$

We solve for $\sigma^2$ as

$$\sigma^2 = \frac{\int_{\Omega} (e^{2I(x,y)} - 1)\,dx\,dy}{2\int_{\Omega} \,dx\,dy}. \quad (7)$$

Thus, given a region $\Omega$ with area given by $\int_{\Omega} \,dx\,dy$, we can compute the maximum likelihood value of the normalized Fisher-Tippett distribution from the image intensities in the region.

3. INFORMATION-THEORETIC DETECTION BASED APPROACH

The proposed scheme consists of two major stages: first, using a feature detection method, we compute an edge map for each image to be registered. Next, we register the edge maps using differential equations.
3.1. Feature detection

The feature detector we employ is based on a statistical comparison of regions in a speckle image. As mentioned above, fully formed speckle in the magnitude image can be modeled using a Rayleigh or normalized Fisher-Tippett distribution. The Rayleigh distribution has the form in Eq. (2), where $\sigma^2$ denotes the Rayleigh parameter of the reflectivity samples, while normalized Fisher-Tippett distribution is described in Eq. (4) and $\sigma^2$ fully describes the distribution.

Given a region $\Omega$ inside an ultrasound image, we can statistically estimate the Rayleigh distribution using the maximum likelihood estimator as in Eq. (3) and normalized Fisher-Tippett distribution using Eq. (7).

Our feature detector is based on information-theoretic comparison of two regions in an ultrasound image. That is, given two Rayleigh or normalized Fisher-Tippett distributions coming from different regions in the image, one parameterized by $\sigma_1$ and the other by $\sigma_2$, we compute the J-divergence, or symmetrized Kullback-Liebler distance, as a measure of the degree of difference between the distributions. The Kullback-Liebler distance of two distributions $p$ and $q$ is defined as

$$D(p||q) = \int p(x) \log \frac{p(x)}{q(x)} \, dx.$$  \hspace{1cm} (8)

Since it is not asymmetric, that is, $D(p||q) \neq D(q||p)$, one can symmetrize it using the J-divergence as

$$J = \frac{D(p||q) + D(q||p)}{2}. \hspace{1cm} (9)$$

For an image with Rayleigh distributions, we form a set of distributions $(p_M, q_M)$ to model 2 unoverlapped windows of pixels, i.e.,

$$p_M(M) = \frac{M(x,y)}{\sigma_1^2} e^{-M(x,y)^2/2\sigma_1^2} \hspace{1cm} (10)$$

$$q_M(M) = \frac{M(x,y)}{\sigma_2^2} e^{-M(x,y)^2/2\sigma_2^2} \hspace{1cm} (11)$$

where $M$ is the intensity, and $\sigma_1$ and $\sigma_2$ are the parameters of each respective distribution.

Afterwards, we derive the expression for $D(p_M||q_M)$, from which $D(q_M||p_M)$ can be determined by symmetry to get the J-divergence,

$$D(p_M||q_M) = \int_0^{\infty} \frac{M}{\sigma_1^2} e^{-M^2/2\sigma_1^2} \ln \frac{M}{\sigma_2^2} e^{-M^2/2\sigma_2^2} \, dM. \hspace{1cm} (12)$$

Expanding the logarithmic term yields

$$D(p_M||q_M) = \int_0^{\infty} \frac{M}{\sigma_1^2} e^{-M^2/2\sigma_1^2} \left( \ln \frac{\sigma_1^2}{\sigma_2^2} - \frac{M^2}{2\sigma_1^2} + \frac{M^2}{2\sigma_2^2} \right) \, dM$$

$$= \ln \frac{\sigma_1^2}{\sigma_2^2} \int_0^{\infty} \frac{M}{\sigma_1^2} e^{-M^2/2\sigma_1^2} \, dM$$

$$- \int_0^{\infty} \frac{M^3}{2\sigma_1^4} e^{-M^2/2\sigma_1^2} \, dM$$

$$+ \int_0^{\infty} \frac{M^3}{2\sigma_2^4} e^{-M^2/2\sigma_2^2} \, dM \hspace{1cm} (13)$$

which can be simplified as

$$D(p_M||q_M) = \ln \frac{\sigma_2^2}{\sigma_1^2} - 1 + \frac{\sigma_1^2}{\sigma_2^2}. \hspace{1cm} (14)$$

Therefore, the J-divergence of two Rayleigh distributed variables is derived as

$$J = -1 + \frac{\sigma_1^2}{2\sigma_2^2} + \frac{\sigma_2^2}{2\sigma_1^2}. \hspace{1cm} (15)$$

As stated above, the normalized Fisher-Tippett distribution models the intensities of fully formed speckle in the log magnitude image, which is typically presented to the user of an ultrasound machine. The normalized Fisher-Tippett distribution is given by Eq. (4). In this case, we model two regions with distributions $p_I$ and $q_I$ respectively, as

$$p_I(I(x,y)) = 2e^{-I(x,y)/2\sigma_1^2} e^{-(I(x,y)-2\sigma_1^2)} \hspace{1cm} (16)$$

$$q_I(I(x,y)) = 2e^{-I(x,y)/2\sigma_2^2} e^{-(I(x,y)-2\sigma_2^2)} \hspace{1cm} (17)$$

where $I$ is the intensity, and $\sigma_1$ and $\sigma_2$ denote normalized Fisher-Tippett parameters of the reflectivity samples.

Next, we derive an analytic expression for the Kullback-Liebler distance of two regions described by normalized Fisher-Tippett distributions, as

$$D(p_I||q_I) = \int_0^{\infty} 2e^{-I/2\sigma_1^2} e^{-(I-2\sigma_1^2)} \, dI$$

$$\times \ln \frac{2e^{-I/2\sigma_1^2} e^{-(I-2\sigma_1^2)}}{2e^{-I/2\sigma_2^2} e^{-(I-2\sigma_2^2)}} \hspace{1cm} (18)$$

Expanding it gives

$$D(p_I||q_I) = \frac{e^{-I/2\sigma_1^2}}{2\sigma_2^2} \left( \ln \frac{1}{2\sigma_2^2} - \frac{1}{2\sigma_2^2} + \ln 2\sigma_1^2 - \ln 2\sigma_1^2 \right)$$

$$\times \int_0^{\infty} e^{I-2\sigma_1^2-I^2/2\sigma_1^2} \, dI$$

$$+ \frac{e^{-I/2\sigma_2^2}}{2\sigma_1^2} \int_0^{\infty} e^{I-2\sigma_2^2-I^2/2\sigma_2^2} \, dI \hspace{1cm} (19)$$
After some mathematical operations, it can be simplified as

\[
D(p_i||q_i) = \ln \left( \frac{\sigma^2_2}{\sigma^2_1} \right) - 1 + \frac{\sigma^2_1}{\sigma^2_2}.
\]

(20)

Thus, the J-divergence of two Fisher-Tippett distributed variables is then

\[
J = -1 + \frac{\sigma^2_1}{2\sigma^2_2} + \frac{\sigma^2_2}{2\sigma^2_1}.
\]

(21)

Note that this is exactly the same expression for the J-divergence of two Rayleigh distributed variables. Eq.(21) is a similarity metric for ultrasound image registration of log magnitude IQ images.

The new feature detector has two sliding windows \( w_1 \) and \( w_2 \). They are placed on either side of a pixel. Given the set of pixels in \( w_1 \), Rayleigh or normalized Fisher-Tippett parameter \( \sigma_1^2 \) and \( \sigma_2^2 \) are determined using Eq.(3) or Eq.(7). Then, we compute J-divergence between these two distributions using Eq.(15) or Eq.(21) as a measure of how different the regions are. When the windows are placed to the left and to the right of the pixel, this gives a horizontal distance map \( J_x(x,y) \) that is functionally similar to the gradient operator in the \( x \) direction, except that the values are non-negative. This can be repeated in the \( y \) direction. Here, we define a feature map \( F(x,y) \) as

\[
F(x,y) = \sqrt{J_x(x,y)^2 + J_y(x,y)^2}.
\]

(22)

Figure 2 (c) shows an example of a cardiac ultrasound image and its feature map \( F(x,y) \). Note that this feature detector is much less distracted by the speckle compared to the gradient estimator shown in (b), yet still detects the important edges in the image. The robustness of the feature detector comes from two sources: first, it compares distributions to distributions, rather than pixels to pixels, and second, it is based on integrals of the image and not derivatives. Taking derivatives of noisy data is often undesirable in image processing, as doing so emphasizes the noise. Integration, on the other hand, mitigates the effect of noise.

In the feature detection stage, each step, including computing MLE of \( \sigma^2 \) and J-divergence, takes constant time, given the window size. Therefore, the time complexity of the proposed feature detector is \( O(WM) \), where \( W \) is the number of pixels within the sliding window and \( M \) is the number of pixels in the image. Hence, it is computationally efficient.

For each image to be registered, this feature detector is applied to transform the image into a feature-detected image that contains the important edges needed for registration while simultaneously mitigating false responses due to the speckle. These feature-detected images are then passed to the registration algorithm, to be described next.

3.2. Registration

We have investigated numerous similarity measures for the registration step. Among them, SSD was chosen as it offers sufficient accuracy and is very efficient.

Let \( T(x,y) \) be the transformation between the two feature detected images, \( F_1 \) and \( F_2 \). Our goal is to estimate the parameters of the transformation so that the feature images become aligned. To accomplish this, we minimize an energy function based on the sum of square differences between two feature maps,

\[
E(T(x,y)) = \int [F_1(x,y) - F_2(T(x,y))]^2 dxdy.
\]

(23)

where the transformation is applied to the second image. Starting with an initial guess, we can iteratively update the transformation using partial differential equations (PDEs) based on a Gauss-Newton optimization to minimize the energy functional in Eq.(23), described next.

First, we model the transformation of an image using three registration parameters, two translational components, \( [t_x, t_y]^T \) and a rotation angle \( \theta \).

Let \( g = [t_x, t_y, \theta]^T \) be the current transformation, and \( \delta g = [\delta t_x, \delta t_y, \delta \theta]^T \) be a displacement of \( g \). Also, let \( L = F_1(x,y) - F_2(T(x,y)) \) come from the similarity metric. Then, by Taylor’s theorem, we can write

\[
L(g - \delta g) \approx L(g) - \delta t_x \frac{\partial L}{\partial t_x} - \delta t_y \frac{\partial L}{\partial t_y} - \delta \theta \frac{\partial L}{\partial \theta}.
\]

(24)

This equation tells us how much \( L \) decreases when the transformation parameters are perturbed by \( \delta g \).

From this, a set of simultaneous equations can be con-
structured to minimize Eq.(23) as

$$
\left( \frac{\partial L_1}{\partial \alpha_1}, \frac{\partial L_1}{\partial \alpha_2}, \frac{\partial L_1}{\partial \delta \theta}, \ldots, \frac{\partial L_M}{\partial \alpha_1}, \frac{\partial L_M}{\partial \alpha_2}, \frac{\partial L_M}{\partial \delta \theta} \right) \left( \delta \alpha \delta \beta \delta \theta \right) = \left( \begin{array}{c} L_1 \\ L_2 \\ \vdots \\ L_M \end{array} \right) .
$$

(25)

where \( L_i \) denotes the difference between feature maps computed at pixel \( i \), and \( M \) is the number of pixels in the image.

This overconstrained system of linear equations has the form \( A \delta g = b \), which can be solved using the pseudo-inverse as

$$
\delta g = (A^T A)^{-1} A^T b .
$$

(26)

We use \( \delta g \) in an iterative procedure, which at each step seeks to decrease the error. Upon convergence, the transformation is a local optimum of the energy.

The PDE is solved in a coarse-to-fine fashion using an image pyramid. Working in a multi-scale fashion is both more computationally efficient and helps prevent the solution from getting stuck in an undesirable local minimum.

4. EXPERIMENTAL RESULTS

Although there do exist speckled images that are not log-compressed, display ultrasound images usually go through a log-compression process. For completeness, we discuss the Rayleigh case in the above section. However, the experiments mainly focus on normalized Fisher-Tippett distribution as this is much commonly used in industry.

We begin with some experiments with synthetically generated data, designed to study the registration performance as the image contrast is diminished. There are two images at each contrast level. The images and their feature detection results are shown in Fig. 3. For comparison, a standard edge map formed with a difference of Gaussian filter is also created, which provides a smoothed implementation of the gradient. The ground truth registration parameters are \((2, 3)\) for the translation and \(-5^\circ\) for the rotation.

To quantify the performance of the feature detector, we use the contrast-to-noise ratio (CNR) to determine the detectability of edges in the feature maps. We define the contrast in the image as the difference of the mean value in the region of interest (ROI), depicted as white square borders in Fig. 4 and the background. CNR can be defined as

$$
\text{CNR} = \frac{\text{contrast}}{\text{noise}} = \frac{\Delta \mu}{\text{noise}} = \frac{\mu_{\text{ROI}} - \mu_{\text{background}}}{\sigma_{\text{background}}}
$$

(27)

where \( \mu_{\text{ROI}} \) is the mean value of the ROI; \( \mu_{\text{background}} \) and \( \sigma_{\text{background}} \) are the mean value and the standard deviation of the background area respectively.

We compute and compare the CNR for both proposed feature detector and the gradient-based edge detector at different contrast levels, shown in Fig. 5. It is obvious that the normalized Fisher-Tippett feature detector has higher CNR. It produces cleaner edge as it robustly identifies the important features without many false detections due to speckle.

Fig. 6 shows the registration error, both in translation and rotation. It is denoted as the squared error of the estimated parameter compared to the ground truth value. We can easily notice that the registration error of the gradient-based edge maps (solid blue curves) quickly increases as the contrast is diminished, while the registration error of the proposed method (dashed red curve) is significantly lower.

The only real parameter to the feature detector is the window size. Increasing the window size gives a better statistical modeling of the distribution’s parameter in the window, and varies the scale of the feature detected. For example, in Fig. 7, we observe that the size of the features detected is proportional to the window size. Therefore, the window size affects the performance of registration, shown in Fig. 8.

Another example is shown in Fig. 10. The ground truth registration parameters are \((5, 5)\) for the translation and \(-5^\circ\) for the rotation. We use a feature detector of window size of \(7 \times 7\) to compute the edge maps and compare the registration results to the gradient-based method. It is shown that the registration error of the proposed method is much lower, depicted in Fig. 9.

For the region image extracted from an abdominal part ultrasound image, we apply our method again to examine its effectiveness, using a feature detector of window size of \(7 \times 7\), depicted in Fig. 11 and 12. Since there is no ground truth, we compute the sum of squared differences (SSD) between the original and registered images. The SSD decreased by 51.14% and 39.94% for the proposed method, while with the standard gradient scheme, the SSD decreased only by 12.73% and 0.35%.

5. CONCLUSION

In this article, we presented an ultrasound image registration scheme based on matching edge maps generated by a statistical feature detector based on theoretical distributions of fully formed speckle in an ultrasound image. Since the similarity metric is distribution to distribution comparison, rather than pixel-pixel intensity comparison, it is much more robust to uncorrelated speckle. Our experiments also demonstrate the ability of this method to accurately register ultrasound images, even for low contrast, speckled data, and showed how this method is more robust to noise than standard gradient-based methods.

The results presented in the paper indicate that the proposed method has much promise in robust registration of ultrasound data. Meanwhile, the proposed scheme is computationally efficient. Such kind of technique is a promising method to align speckled images for different applications in an ultrasound system. As future work, we are interested in the extended study to the cases where the speckle is not fully formed. Also, we will evaluate the proposed method for the next generation ultrasound machines.
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Fig. 3. Feature detection in synthetic ultrasound images. The leftmost column shows the original synthetic ultrasound images with diminishing contrast. The middle column shows the feature detection with information-theoretic method, while the rightmost column shows the feature detection with the difference of Gaussian filter.
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Fig. 10. Feature detection in synthetic ultrasound images. The leftmost column shows the original synthetic ultrasound images with diminishing contrast. The middle column shows the feature detection with information-theoretic method, while the rightmost column shows the feature detection with the difference of Gaussian filter.
Fig. 11. Registration results of ultrasound images. Original (a)(b), feature detection with Fisher-Tippett (c)(d), gradient-based feature detection (e)(f), registered image with Fisher-Tippett and gradient detector (g)(h), original residue image (i), residue image with Fisher-Tippett detector (j), residue image with gradient detector (k).

Fig. 12. Registration results of ultrasound images. Original (a)(b), feature detection with Fisher-Tippett (c)(d), gradient-based feature detection (e)(f), registered image with Fisher-Tippett and gradient detector (g)(h), original residue image (i), residue image with Fisher-Tippett detector (j), residue image with gradient detector (k).
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