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Module INM433 — Visual Analytics . .
Content and objectives

Lecture 03
« We shall consider the types of data that have spatial and temporal
components: spatial events, spatial time series, origin-destination
Visual analytics Of Spatio _ moves, and trajectories of moving objects.
+ Analysis of spatio-temporal data often requires transformation from
tempOI‘al data one data type to another. We shall consider transformations from
spatial events and movement data to spatial time series.
given by . . . . .
» We shall introduce two possible perspectives for looking at spatial
prof. Gennady Andrienko and time series and show two complementary ways of applying
prof. Natalia Andrienko partition-based clustering (PBC) to them. You will see the principal

differences between the kinds of the results and learn how to
interpret the results depending on the way of using PBC.

Another transformation to be considered is extraction of spatial
events from spatial time series.

Semantic roles of data components

A reminder
* Reference: What is described?
+ Characteristic: What is known about it?

referents

Name | Birth | School Address Distance to | Getting to
date grade school, m school
Types Of Spatlo_temporal 17/05/2005 312, Pine streetr 1 850 | by bus
il /
23/08/2004~— 4| 9, Oakav N /. 400 | on foot
Sl haracteristics |z
data 10/12/2005 2 | 56, Mapletoad (attribute vdlies) 'by car
. . 06/10/2008< 5 | 71, Linden lane - 900 | on foot
Data with spatial and temporal components - = \ 7 -
Referential Characteristic _—
component components -
(referrer) (attributes)

A reminder study the behaviour of the function represented by the data

* Referrers ~ independent variables Describe the behaviour of one or more i i i :/\ N
« Attributes ~ dependent variables attributes

« Data represent (are generated by) a function

. . . N
Locate particular behaviour: find subsets
Referrers — Attributes of references where attributes have it

+ References (values of referrers): function’s inputs R + Compare two or more behaviours (find similarities and differences)

« Characteristics (values of attributes): function’s outputs » B
Different attributes over the same set
* Function’s behaviour: of references

how the outputs vary over the set of inputs —
how the characteristics vary over the set of references Same attributes over different subsets i ; ; , j
+ E.g., how the crime rates vary over space and time of references

Note: Relate behaviours of two or more / i -

This is a schematic representation of the general idea. attributes

Not all kinds of data can be represented in this way.

Data components viewed as variables General aim of data analysis:

1S
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Major data types

Data typology: a reminder )
according to the types of references

« Data typology is based on distinguishing references and attributes. * Object-referenced data:

« Major types of references: time, space, discrete objects attribute values refer to discrete objects
+ Data may have two references or even more * Time-referenced data, a.k.a. time series:
)  attribute values refer to different times (moments or intervals)

* Frequent combinations: time + space, time + objects
+ Space-referenced data, a.k.a. spatial data:

 attribute values refer to different spatial locations (points, lines, areas,
* Discrete objects are classified based on their relation to space and volumes in 3D space)

time.

« Major data types are defined according to the types of references.

* Object-referenced time series:
« attribute values refer to discrete objects and to different times
* Spatial time series:
« attribute values refer to different spatial locations and to different times

s

Classes of discrete objects .
Spatio-temporal data

according to their relation to space and time

+ Generic objects: no relation to space or time (or the existing relation » Have both spatial and temporal components

is not taken into account,
) + The spatial and temporal components may play different semantic

« Temporal objects (events): exist at some moment or interval in time roles: references or attributes
« Time (existence time) is an attribute of the objects

« Spatial objects: have location in space
* Space (spatial location) is an attribute of the objects
+ Moving objects are spatial objects that may have different spatial

locations at different times

« Spatio-temporal objects (spatial events): exist in time and have

location in space

« Time (existence time) and space (spatial location) are attributes of the
objects

. . . LY
) Spatial time series (an example) @
Types of spatio-temporal data ‘ U
L

. . . 1

Accordmg to the semantic roles Of space and time e e =
« Spatial time series: w1
T
« attribute values refer to different spatial locations and different times; o 2
space and time are references mow a
* Spatial event data: data characterising spatial events (a specific e -
kind of discrete objects) o
« attribute values, including spatial location and existence time, refer to T =
objects; space and time are attributes = -
* Movement data: data characterising moving objects (a specific kind s e W
of discrete spatial objects) sm| £
« Space (spatial location) is an attribute of moving objects s 4
mm m om
+ The spatial location may change over time = the data include two or - - =
more spatial locations referring to different times = time is a reference e 2 5o
* Hence, movement data are a kind of object-referenced time series: _ -
attribute values, including spatial location, refer to objects and times o =
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References are not always in columns

Spatial event data (an example)

Referrer: objects

(dantifiar datetime  latitude longitude Height  Typa Ampli
7635 2110118150005 S06ld 35992 01
7636 WLI0ALE1L0005  SO6031 35463 o1
2637 LIS 140005 S008I 35433 oL
7638 2LI0ILELE0005  S0.6006  3.5407 LIt
7633 20110818 140006 SO6ILL 35504 01
640 WLI0LE 140006 SDGLOS 35432 0L
6 W1I0ILE K000 506115 35504 e 1
642 WU0LE 140006 SDGLL4 35504 o1
643 DLI0ME L0008 SLE4GL 34626 o1
64 21I0ALS 140008 SO566 3383 61 2
7645 WL0ME 140000 SO7A14 378 63 2
646 LIS 140000 507388 37903 7 2
7647 UONIIE00N0 50763 378 105 2
TOSN DLI0NE LENOLS  S01491 33555 LIt -3
T6SL 21108140013 507336 3783 o2 63
7652 WIS 14000 S07335  37EAL o1 a7
683 LIRS 140049 5084 41534 s 2 a8
P

time (attribute)  gpatial location (attribute)

Movement data (an example)

Referrer 1: objects Referrer 2: time
Mmoo x 1 time s
1 oan "
1 oom 0ss
1 om 207
1 om 3L
1 s 182
11m 68 20010005 0:472600 1639
1oaes -hzavmas 17.68
1oam 11
1 am e
1 s 207
1w a9
FUNETETY 1/2015; 21:35:3 600 564
1 s 0 s
PR [l
T a3 157 0L 2T 2w 0a
3AT 1531 20/10mS; 204725 S 14
2 am 1725 600 a7
s oan a8 s 4
I Am 1549 20/1002005 204726 000 5
2 mE 53 AN AT 2
D24 157 2011208 204726 20 0r2

e

spatial location (attribute) 5

Spatial time series

Attribute values referring to spatial locations and
times

Bi532

Complex behaviour

In case of 2 (or more) referrers, we need to analyse the behaviour of
the attributes over a complex reference set consisting of all available
combinations of values of the referrers.

« Le., the behaviour of A over the Cartesian product R; x Ry x ...

In case of spatial time series: analyse the distribution of the
attribute values over space and time

Such a complex behaviour cannot be represented by a single image
and observed as a whole.

To study and describe a complex behaviour, we need to decompose it
into slices and aspects

Decomposing a complex behaviour:
slices

Space as a whole

Slice: spatial behaviour at this time

1)

Selected time

Selected place

Slice: temporal behaviour in this place

L muy) i o
2 g /J =
Time as a whole -—=
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Decomposing a complex behaviour: aspects

Space as a whole

= P\‘\ﬁ
. + Time as a whole
g _—
Spatio-temporal
behaviour Aspectl:
Spatial variation of the
temporal behaviour
Aspect 2:

Temporal variation of the
spatial behaviour

Two complementary views of spatial time
series

. . . cain
1. Aslocal time series: a set of time fﬂ‘!‘%?‘ ?

series of attribute values in it r—
different locations ==

1

2. As time-varying spatial situations:
sequence of spatial distributions of
attribute values at different times

These views require different visualisation and analysis techniques.

Visualisation of local time series

Limitations of a diagram map:

« Not applicable to long time series.

« Not applicable when spatial locations
are numerous (not enough space for diagrams).

« Even when spatial locations are relatively few but irregularly
distributed, diagrams in dense areas may overlap.

Complementary displays linked through interactive operations:

Propgtty crime rate

\/—/_/—/—\/R, ~
=3
24 i

1900156 160819681473 T4Th 7478 TauT TaEk TaRF 199D 895 1998 1995 =
« Limitation: no overall view of all time series and their spatial
distribution.

512

Visualisation of spatial situations
by “small multiples”

v sy -1 e e

Limitations:
« Applicable to a small number of different time references (time steps)
+ Hardly applicable to more than one attributes

Visualisation of spatial situations
by map animation

Limitations:

= Es » Keeping previous states in the memory is hard
g e «_.* Itis therefore hard to compare states and
& ’x% detect changes
ot u

4) Display e controls

Display wme controls
1960)

011891 21 months

Example: time series of weather attributes
(monthly averages of temperature, precipitation,
wind, ...) for 71 weather stations over Germany.
Length of the time series: 241 time steps (months
from January 1991 till January 2011).

Analysis task: study how the values of the
weather attributes are distributed over Germany
and over time.

The data are too large for purely visual
exploration. This is a case for using partition-
based clustering.
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& ‘ IR Subtask 1: study tl%ﬁ

spatial distribution of
the local time series

Use of partition-based
clustering for analysis of
spatial time series T

. . . . . . N "III""II‘J‘
Clustering of local time series and spatial situations YUYV R

As usual, we need to perform clustering several ti
and investigate the impact of the parameter(s).
o

2D time histogram is convenient for exploration of
time series involving a repeating time cycle. Here
we have the cycle of 12 months of a year.

A histogram is an aggregated representation of
multiple time series. The sizes of the symbols in the
cells may be proportional to sums, averages, etc. :

Clustering can be applied simultaneously to tinﬁ%’

series of segreral attribute. In this example: monthly What haVe we learned abOut the spatial
averages of the minimal, mean, and maximal daily : : : : :
temperatures and monthly total precipitation dlStrlbuthn Of the Weather time SerleS?
amounts. Northwest: warm o

Exploration and interpretation of clustering results winters, moderately
requires in such cases visual displays of all warm summers.
attributes involved in the analysis.

East: colder winters,
warmer summers.

West, southwest
(dark cyan):

warm winters, warm |
summers (sometimes
too warm).

¥ Higher altitudes:
generally colder
climate, high
precipitation.

~ Zugspitze: the coldest

West, southeast !
- /place in Germany.

(light cyan):

slightly cooler winters -
and summers, higher
precipitation. -
Tisen T o n

29 30
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Subtask 2: study the temporal variation o
the spatial situations

* A spatial situation is the distribution of attribute values over a set
of spatial locations. We would like to simplify the task by putting
the spatial situations into groups by similarity. PBC is a helpful
means for this.

Input to PBC consists of sequences of attribute values. The nature
and meaning of the sequences are irrelevant to the clustering
algorithm.

In using PBC for subtask 1, we composed each sequence from
attribute values associated with a single location but referring to
different times. PBC output: groups of similar locations.

For subtask 2, we can compose sequences from attribute values
referring to the same times but to different locations. PBC output:
groups of similar times.

Technically speaking

ot o suton ~ eanans - Tovora oo e |
Data with 2 references can be organised in a table where rows correspond to
one referential component and columns to the other. PBC can be applied
either to rows (as we did before) or to columns. In our example, application of
PBC to the columns, which correspond to times, will group the times by
similarity of the values in the different locations. 32

PBC has been applied
to the values of three
temperature attributes.
The output is grouping
of the months, which
can be explored using a
temporal display, such
as a calendar view.

The temporal display

shows how months with
similar spatial

seseraenn| s .

lssacanon st situations are

ot 0ot

T oy
[ sxwoma

56156
s 1

e s, distributed over the
4 ﬂf“‘mﬂw | p—p— whole time period.

. 4 2

o
Y

To see what spatial situations correspond to each time cluster, we use a
dynamic link between the calendar display and an animated map. By clicking
on the calendar display, we select representatives of the clusters. The map is
updated to show the spatial situation for the selected time.

Waathe,
statons

5 Representanor
method Parallel

== om0

| IS

Totat 71 ovjects

RER o

Tertory: Germany
Backyround

56156 km
—

cell sze groporsonal 1. Clusters | (distan
© directy @ iversely

Outlier: extremely warm weather

k=4 k=5 k=6 k=7 @
1]

T 2340557801012 1234667 8010112 1234567 8010112 1234867881012

The pattern of the temporal variation expectably adheres to the seasonal
cycle, with some variations from year to year.

The spatial situations differ mostly quantitatively (higher or lower values)
rather than in terms of the spatial arrangement of the values.

To see whether the spatial patterns change, we transform the absolute values
of the temperatures into differences from the country’s mean.

=) Weahe I
ions

2 Roprasentation
memod. Paratel
oars
disanadesy

transformation
diterence to mean

[ R
T
[T B
lrm
=0

n q P

=% Deutschiapd.
,-d Ry

P 3
— a
Total: 0 objects. 5 o .
Tamhory Germany ‘ % 3
[ i i ° REREREAR R
37 Sh0 . e bRl i
59158 km 24 | Sitiecntengteh scerreich { Setup dagrame |
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Now we see differences in the
spatial distributions.

Analysis of spatial time series using PBC

A summary

+ Spatial time series have 2 referrers: space (set of locations) and time
(set of time steps — moments or intervals). The function represented
by the data has complex behaviour (dependence on two variables).

* To study the complex behaviour, we decompose it into two aspects:

« Spatial distribution of local temporal variations

« Temporal variation of spatial distributions

« PBC is helpful in studying both aspects:
« Apply PBC to the set of the local time series, then investigate the spatial
distribution of the cluster membership.
« Apply PBC to the set of the spatial distributions (values associated with
different locations at the same time step), then investigate the temporal
distribution of the cluster membership.

* General rules: try different parameters, visually investigate results,
transform data whenever reasonable

Questions?

Spatial time series, aspects of a complex
behaviour, two-way application of partition-
based clustering

Spatial events

Objects having spatial locations and existence times

Spatial event data

« Spatial event data structure:
« 1referrer: set of objects
+ 2 mandatory attributes: spatial location + time of existence

< any other attributes, further called thematic attributes

« Spatial location and existence time are attributes of the objects

=Analysis tasks address the behaviour (distribution) of the spatial
locations and existence times over the set of objects.

« However, space and time can also be considered as independently
existing containers of the objects.
—Analysis tasks may be equivalently re-formulated in terms of the
distribution of the objects over the space and time, i.e., the spatio-
temporal distribution of objects

Space and time as object containers

« Considering space and time as containers of objects is quite
intuitive.
* We can easily imagine space and time without objects. It is difficult to do
the same for other attributes (e.g., size).
« In visualisation, it is typical to represent space and time by display
dimensions and objects by marks located within the display space.

« Le., the display conveys the idea of the objects being contained in space
and/or time.

« This representation is usual for people and therefore easily
understandable.

> We take this absolute view of time and space as object containers.




10/02/2016

Visual displays of spatial events

Map: shows the spatial distribution Space-time cube*: represents 2D
— if S space + time as a single 3D
continuum, in which the objects
(spatial events) are positioned.

AN

> e
Temporal display (e.g., frequency
histogram of the occurrence times):
shows the temporal distribution

Hagerstrand. T. (1970).
o S “What about people in regional science?”
Papers of the Regional Science Association; 24:7-2}1

<&

Spatial events may be extended in time and/or space

»;

Example: traffic jams .-~

JGiheils Bussmo

Spatial distribution of events

= i - &

Point events (i.e., having no spatial extents) are typically represented on a
map by dot symbols (small circles). Very often the dots overlap = semi-
transparent drawing is recommended. The degree of transparency is adjusted
to the dot density. Such a way of rendering helps us to observe the variation
of the event density over the territory and detect spatial clusters of events.

Spatial aggregation by a regular grid

& T 0

@ Rmpmaatnn mrmee
Cisstia et map

Tt 35208 e L
i Swimenge

[

260

Semi-transparent drawing does not tell us how many events occurred at
different locations. Investigation of the spatial distribution can be supported
by spatial aggregation of the events, e.g., by cells of a regular grid (here: 1x1
km). For each cell, the number of events is counted; additionally, thematic

attributes can be summarized by computing the mean, mode, median, ete. B

Spatial aggregation by arbitrary areas

[l il
Events can also be aggregated by arbitrary areas, such as administrative
districts (e.g., to relate event numbers and/or attributes to other
characteristics of the areas). However, arbitrary areas may significantly differ
in sizes, which distorts the perception of the event density. = Choropleth
maps, like this one, should not be used for representing counts by areas.

Aggregation: absolute counts transformed
to relative
b=

S—

omm o

s o e 118
moie T,

S0
700 steen

Tuves 1216
Omm Mo

Tt 35368 ctect

o Bunemny
- e

& et L

A correct image of the variation of the event density can be obtained by
transforming the absolute event counts to relative w.r.t. the areas of the
districts. When the events are related to lives and activities of people (e.g.,
tweets), it can also make sense to compute the relative counts w.r.t. the
population of the districts.
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Temporal distribution of events

ey 1M P B fes DEICFAGEE . PRI EEG e

any

Ve TR
A frequency histogram of the event occurrence times shows the overall
temporal distribution of the events and exhibits temporal patterns such as
temporal trends and periodicity. A periodic temporal distribution can be
additionally explored using a 2D histogram, e.g., with the dimensions
corresponding to the days of the week e
and hours of the day. u
0
(]
.

[I— i

<&

Spatio-temporal distribution of events

A static perspective view of a 3D representation is insufficient for observing
and exploring the content. Interactive operations for changing the perspective
(rotation, shifting, and tilting) are necessary. 50

Spatio-temporal distribution of events

distribution (types of spatio-temporal behaviour) appearing as horizontal
“layers” and/or “gaps” (= periods of high and low event density), vertical
“columns” (= high event density in some area for a long time), and “lumps” (=
spatio-temporal clusters, i.e., groups of events that occurred closely in space
and time).

<&

Spatio-temporal distribution of events

Diagonally elongated clusters

may mean that the events were

caused by a moving phenomenon,
" such as a storm or parade.

This example: lightning events.

Spatial, temporal, and spatio-temporal
distribution of thematic attribute values

s T e BRSO TG | e ©1 i W

Spatio-temporal distributions of different
attribute values

' = = 3 3

Different attribute values are selected using interactive attribute-based
filtering.
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Visualisation of thematic attributes of
events

ot
i A «
Although retinal visual variables can be used for representing the values of
thematic attributes of spatial events on a map and in a space-time cube, the
visual clutter and overlapping of marks make the displays illegible and
practically useless for the analysis.

Spatial filtering of events

Moo BB G SED Ranpe VUDIMEN - (OIS begpies T

N\,
G ean - Note the focuser position

Temporal filtering of events

Tima et
120172015 000000 1sm112015 00.00:00

Ts0i2015000000 24 hours 1810172015 00.00.00
e o s e

s

Insufficiency of visualisation and
interaction techniques

Map and STC do not work well when the events are numerous and

dense.

« The spatial and spatio-temporal distribution of the events themselves
and their thematic attributes cannot be effectively analysed due to
display clutter and greatly overlapping marks.

Besides, STC may not work well when the time span of the data is
long.
* Spatio-temporal distribution patterns are not well visible.

Interactive filtering can only partly reduce the display clutter while
eliminating the overall view.

Data transformations and computational techniques are strongly
needed.

« E.g., computational detection of clusters — to be considered later

5
Spatio-temporal aggregation of events

* Spatial events and their thematic attributes can be aggregated
spatially by areas (as considered before) and, simultaneously, by
time intervals.

* Resulting data type: spatial time series of
+ event counts, densities, counts per capita, ...

« statistical summaries of thematic attributes: mean, median, mode,

minimum, maximum, quantiles, ...

+ The time series can be analysed using partition-based clustering.

Spatio-temporal aggregation of events:
an example

. Geolocated tweets have
been aggregated by cells
of a regular grid and
hourly time intervals.
For each grid cell, there
is a time series of hourly
tweet counts.

Wiveels bynous
Je200]

10
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<&

Techniques for analysis of spatio-temporal Interactive visual analysis of aggregated

event data: a summary event data by PBC

« Visual displays: map, space-time cube, time-based frequency
histograms, various display types for thematic attributes.

« Interactive techniques: selection, classification, filtering.

» Data transformations: spatial aggregation, spatio-temporal
aggregation.

61

Cluster representatives may be interactively selected for viewing.

PBC of spatial situations

‘We have applied k-means clustering (k=4) to
1104 hourly time intervals from 01/12/2014 to
15/01/2015. The time intervals have been
clustered according to the distributions of the
tweet counts by the London wards.

In the Time Arranger (right), the time
intervals are represented by cells arranged in
rows of the length 24. The cluster-based cell
colouring reveals periodic daily and weekly
patterns of the temporal behaviour.

B15345 6780 10T AEISIE 10922002210

65

11
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Juwj
The value distributions can be summarized by the clusters of time steps. ;@
el |

<&

Questions?

Spatial events; spatio-temporal aggregation of
spatial events

Here: the maps show the\ median attribute values for the til}xe clusteré. iy

Trajectories: data and visual
representation

Sequences of position records

Movement data
(trajectories)

Time series of spatial locations of moving objects

69

Spatio-temporal view

BoA

spatial

. movement movement
footprint
R

-

Spatio-temporal view

end:

place A v‘ place B
short stop:

place C

long stop:

start: place B
place A
H
o : k|
North povement  movement South
A-B B-C

Northeast

The interpretation of the line slope is the same as for OD
moves.

12
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Spatio-temporal aggregation of trajectories

LT

e

3
%
S
s
e

spatio-temporal variation of the movements of objects. Like in case of spatial
events, spatio-temporal aggregation may be useful, especially for large data.
ST aggregation requires division of the territory into compartments and
division of the time into intervals.

Voronoi tessellation (ak.a Voronoi diagram)

Used for building irregular grids

The partitioning of a plane with N points into convex polygons
(cells), such that
« each polygon contains exactly one generating point

« every point in a given polygon is closer to its generating point than to any
other.

The generating points are also
called seeds.

A Voronoi diagram is also known
as a Dirichlet tessellation.

The cells are called Dirichlet
regions, Thiessen polytopes, or
Voronoi polygons.

Spatio-temporal aggregates: presence
-o0e0® @ n&’;&"i"—‘wﬁ o

This example: hourly counts of cars in the compartments (cells of an irregular
grid produced by means of Voronoi tessellation).

T s s

0100 0117 0700 0717 0300 0313 0400 0417 0900 012 D600 0e1) 0700 0ri3

Link (short for ‘spatial link’):= a spatial object
FlOWS representing directed relation, such as movement, between
2 locations.

Alink is specified by a pair (origin place, destination place).

Links may have attributes such as number of moving
objects, number of transitions, movement speed, ...
Links with attributes describing collective

movements are called flows.

Flows may be represented on a map by

half-arrow symbols with widths proportional

to numeric attribute values.

Spatial time series of flows::= attribute values of the
links in different time moments or intervals:

((origin, destination), time) —

object count, transition count, speed, ...

d‘m"gim opposite
Aweraga speed [k by heurs

o)
0000 VY7 D00 90: 0o U313 Te0p Getr Gror 9o17 Gew Bovr 9703 972

4 . .
4 ﬁ‘}‘% Spatio-temporal aggregation of movement data
ﬁiﬂ)‘ e i | produces two types of spatial time series: place-

based and link-based. T

Both types of spatial
time series can be
analysed using
partition-based
clustering.

13
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Spatio-temporal aggregation
A summary

+ Spatio-temporal aggregation can be applied to spatial events and
movement data; result: spatial time series.
» For ST aggregation:
« Divide the territory into suitable compartments (such as regular grid,
administrative division, irregular grid built by data-driven tessellation®).
« Divide the time range of the data into intervals (typically equal length).
* For each compartment and time interval:
+ Count the objects (events or moving objects) that were there at that time
+ Compute statistical summaries of thematic attributes

« In case of movement data**, for each pair of compartments and time
interval:

+ Count the objects that moved from the first to the second compartment

+ Compute statistical summaries of the moves: speed, duration, etc.

* to be introduced in following lectures; ** considered in more detail in following lectures

Questions?

Spatio-temporal aggregation of movement
data; place-based and link-based time series

Extraction of spatial

events from spatial time
series

Events in time series

188.3

10.06.2006
16:95

26: silverstane grand prix party

Peakdetoction ~] Paramaters [delta=20 (24 0rand pre siverstong

6: nelson piguet junior

Time series of attribute values may contain abrupt changes of the values.
Such changes can be treated as events, i.e., objects appearing at some time
moment and having limited time of existence.

When time series refer to spatial objects or locations, their events are also
located in space, i.e., they are spatial events.

Spatial events of interest, such as peaks, can be extracted from time series
(e.g., using computational processing) and explored using visualisations and
tools suitable for spatial events.

Extraction of events from time series
An example

Foakdetecton < Parameters S0EaTRMI=0 BeUHI10 TRe5 13 483
578 ovees 0ccured i 129 b seres 2 70 Bme momens.

Spatial time series: counts of authors of photos published in Flickr by
monthly time intervals and spatial compartments in Switzerland.
Events: peaks with minimal amplitude 10; extracted using an algorithm
implemented in package R.

The crosses on the time graph mark the detected events. The calendar

display (rows: years, columns: months) shows the temporal distribution of
the number of the extracted events.

14
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The text cloud display

shows summarised titles of
the photos from the places
and times where the peak
events occurred. The texts
have been summarised by
extracting frequent terms

- and combinations.

The symbols representing
the peak events on the map
are coloured based on their
. spatial locations. The
colours are propagated to
the text cloud display,
which enables the viewer to
locate the texts to areas on
the map.

Another example An area with peaks in unusual times

04 Tt ey | Satntay |y ‘nm Tuosto Wosd st | ey
Peaks in time series of mobile phone call counts in mobile network cells over |

Milan, Italy. In very many places, peaks occur after the end of the working

hours on the weekdays.
Monday |l\¢!lq/ r'm_av] mmu1 Friday
4 +

1357 Thursday |Friday | Saturday | Sunday
10

S8C Noapus 1:0 (0:0)
AC MalLAND - SSC NEAPEL
120 (0:0)

Tare:
L:0Ranaldinho 86,

187 events aceured In 40 tme series at 52 time moments

<&

Spatial events and movement data

* Any item of movement data describes presence of some moving
object in some spatial location at some time. It can be treated as a
spatial event (event of presence), i.e., an object having spatial
location and time of existence.

Example: low speed events extracted from
trajectories of cars

* A trajectory, therefore, can be considered as a sequence of events.
* Some events in trajectories may be of interest for analysis:

« Trip starts and ends, stops

* Too fast or too slow t, too high leration, ...

+ Coming close to a particular location or object

» Events of interest can be extracted from trajectories and analysed
using visualisations and tools suitable for spatial events.
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Transformations of spatio-temporal data

Spatial events

\
\

Movement data

integrate extract
Local time
Spatial time series
series
(place-based)

aspects (views)
Spatial time
series
(link-based) Spatial
situations

Purposes of data transformations

« Aggregation
* Supports abstraction, gaining an overall view of characteristics and
behaviour

* Reduces large data
« Simplifies complex data
» Extraction of events, etc.
« Selects a portion of data relevant to a task, enables focusing
« Allows dealing with complex data portion-wise
« Integration, disintegration, projection (taking one of possible
aspects)
« Adapts data to analysis tasks

Questions?

Transformations of spatio-temporal data

s

Summary of the lecture

Different types of spatio-temporal data: spatial time series, spatial
events, movement data

Spatial time series: two referrers, complex behaviour, need to
decompose into aspects
« Set of local time series distributed over space

* Spatial situations (attribute value distributions) changing over time

Analysis of spatial time series by two-way application of partition-
based clustering

Transformation of spatial events and movement data to spatial time
series

Extraction of spatial events from spatial time series and movement
data
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