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1. The Principle of Compositionality 

The principle of compositionality (C) is usually understood in the following way: 

 

(C) The meaning of a complex expression is completely determined by the meaning of its 

parts and their mode of combination. 

 

According to (C), the meaning of the expression “John loves spinach”, for example, depends 

on the meanings of the three words that it contains, and the Subject – Verb – Object syntactic 

structure that relates them, and nothing else. 

 As expressed above, (C) is a statement about the semantics of expressions. It can also 

be framed slightly differently so that it becomes a principle about the content of complex 

concepts. This text concerns this principle, and reasons for deviating from it. We will review 

several decades of psychological research on typicality effects and non-logical reasoning that 

suggest that explanations can be given for a wealth of phenomena if concepts are understood 

as prototypes (broadly construed). However the evidence also shows that the combination of 

prototypes is rarely compositional in the sense of (C). Instead the evidence suggests that the 

combination of prototypes follows a principle corresponding to something like (C’) rather 

than (C).1 

 

(C’) The content of a complex concept is completely determined by the contents of its 

parts and their mode of combination, together with general knowledge. 

 

The reviewed evidence gives us good reason to think that this way of thinking about concepts 



Hampton & Jönsson: Typicality and Compositionality  
 3 

  

(that many of them are prototypes) and conceptual combination (that concepts combine 

according to (C’)) is the most productive in leading to scientific understanding.2  

 Research into typicality effects sprang from the observation that members of most 

conceptual categories differ in how representative they are of their categories (Rosch and 

Mervis, 1975). Robins are more typical birds than penguins, hammers are more typical tools 

than knifes, and apples are more typical fruits than coconuts. Typicality effects were found to 

affect a wide range of psychological tasks such as the learning of novel categories (Rosch, 

Simpson & Miller, 1976), the speed and accuracy of categorizing items in common semantic 

categories like fruits or vehicles (Hampton, 1979), and the strength of inductive inferences 

(Rips, 1975). The explanation for all of these effects was the proposal that concepts are 

represented mentally as prototypes, where a prototype is a structured set of descriptive 

properties that captures what a cluster of items of some category typically have in common 

and what differentiates them from other kinds of thing (Hampton, 1995).3 Early prototype 

models suggested a representation in terms of feature lists (Hampton, 1979; Rosch, 1975) 

such as “flies”, “has a beak”, “hatches from an egg”. More recently, evidence about the 

importance of causal relations amongst such features has led to more powerful 

representational mechanisms such as frames or schemas being proposed (Barsalou & Hale, 

1993; Murphy, 2002). Hampton (2006) argued that we should nonetheless consider such 

more powerful representations as prototypes, for the simple reason that they continue to 

exhibit typicality and vagueness, contain rich descriptions of typical properties and yet lack 

clearly expressible definitions. The notion of a prototype has also been employed with great 

success in different domains of linguistics, including lexical semantics, morphology, syntax 

and phonology (Taylor, 2003).  
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 Differences in typicality need to be distinguished from differences in degrees of 

membership (Kamp & Partee, 1995; Osherson & Smith, 1997). Both robins and ostriches are 

indisputably birds, but robins are more typical birds than ostriches. Nonetheless it seems that 

in many conceptual categories that show typicality effects, membership also comes in 

degrees so that it is indeterminate whether something belongs to a certain category or not. 

Whether carpets and clocks are furniture, for instance, seems to be indeterminate in this way. 

In effect semantic categorization often shows vagueness (Keefe & Smith, 1997), with 

statements being neither clearly true nor clearly false.  

 To explain the twin phenomena of vagueness and typicality, and their close 

correspondence it is most parsimonious to suppose that both arise from an underlying 

dimension of similarity to a prototype (Hampton, 1998; 2007). The closer an item is to the 

prototype representation of a concept, then the more frequently and quickly it will be judged 

as falling under that concept, the more typical it will be judged to be, the stronger will be 

inductive arguments from item to category, and the more similar it will be to other category 

items. 

By invoking prototypes we can also provide explanations of how the typicality 

structure of complex concepts is related to that of their constituents, and why a considerable 

part of our reasoning appears to violate logical and statistical laws. The next two sections will 

substantiate these two claims. Section four will address some philosophical arguments that 

have been advanced against prototype theory in virtue of it being non-compositional. While 

we concede that prototypes are non-compositional in a strict sense, we maintain that they can 

perform the same explanatory work that concepts that behave compositionally can. This 

claim is corroborated by a closing discussion of the productivity and systematicity of our 
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conceptual competence, phenomena which are often held to underlie the conviction that 

concepts have to be compositional.  

 

2. How to Combine Prototypes 

Let us take the simplest case for combining two concepts – the formation of a complex 

concept that refers to their conjunction, as in when the concepts PET and FISH are combined 

to form PET FISH. Prima facie one may suppose that this should be a paradigm case for 

compositional combination – the concept of PET FISH should just be the concept that refers 

to the class of things that are both pets and fish.4 

But what of the prototypes of these concepts and the typicality of different items within 

them? When two concepts are combined into a conjunction, how does the typicality of an 

instance of the conjunctive category relate to its typicality in each of the conjoined 

categories? This problem has become known as the “guppy” problem, after Osherson and 

Smith’s seminal article of 1981 in which they explored the difficulties inherent in the 

process.5 Given that a guppy is typical to degree x as a pet, and typical to degree y as a fish, 

how typical should it be as a pet fish? 

There are two ways in which an answer can be derived. The first is to try to find a 

function that would compute the typicality of an instance for the conjunction directly from its 

typicality in the constituent parts, by way of, for instance, recruiting fuzzy set theory (Zadeh 

1965). The second is to form a new prototype from the parts of the complex concept and then 

to use that to generate the typicality rating (Cohen & Murphy, 1984; Hampton, 1987; 1988b).  

Fig. 1 illustrates the two approaches, which we have labeled the extensional and the 

intensional routes.   
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Osherson & Smith (1981) quickly identified major failings with the extensional route.  

The difficulty they suggested is that whereas a guppy may be an atypical fish (it is not caught 

in nets and served up with French fries) and may be an atypical pet (it cannot be stroked and 

petted), it is yet a very typical pet fish. This intuition is at odds with either of the fuzzy logic 

rules for forming a conjunction, for which membership in a conjunction can never be greater 

than membership in either constituent set. (Quite reasonably the statement “p AND q” should 

never be more true than just “p”). 

  In fact the typicality of an item in the conjunctive class cannot be derived in any simple 

way from its typicality in each of the individual classes. Osherson and Smith (1982) made 

this point very forcefully with a demonstration concerning a Fig. that was half way between a 

circle and a square.  They pointed out that even though the shape may be considered just as 

good a circle as it is a square, it is not equally good as a round circle versus a round square, 

being a much better example of a round square than a round circle.  This demonstration 

clearly implies that a search for compositional rules that will take degree of membership (or 

typicality) in each constituent and derive a value for degree of membership (or typicality) in 

the conjunction is doomed.  The shape has equal membership in the constituents [square] and 

[circle], but when the identical additional conjunct [round] is added to each, the results are no 

longer equal. 

The conclusions drawn by Smith and Osherson (1984, see also Osherson & Smith, 

1997) were that category membership and category typicality were two very different issues. 

Category membership should follow logical rules so that a creature should only be a pet fish 

if it is both a pet and a fish. On the other hand typicality has to be derived by means of the 

intensional route which takes account of the interaction between the contents of each 
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concept. In the case of the round circle and the round square, the concept of “round circle” 

reduces to the concept of “circle”, whereas “round square” involves integrating the two 

concepts to generate a representation of something that is part round and part square – and so 

a good match to the actually presented shape.  Similarly, Cohen & Murphy (1984) and 

Hampton (1987; 1988b) suggested that the reason that a guppy is a better pet fish than it is a 

pet or a fish is that the two concepts are first integrated into a single composite concept. 

Some of the features of pets and of fish will not be carried through to the new complex 

concept, and so it is quite possible for an instance (such as a guppy) to match the complex 

prototype better than it does either of the original constituents.6 

While the intensional route provides a promising way to understand typicality, it 

appears too unconstrained as a general theory of how concepts should be combined. In 

particular, the intensional route is unable to rule out logical inconsistencies in category 

membership assignments, such as that “x is A” is false whereas “x is both A and B” is true. 

Effectively, conjunction via the intensional route does not have to correspond to conjunction 

as it is normatively defined (i.e. as corresponding to the operation of set intersection).   

To illustrate the point, let us first consider the case of the conjunction of two concepts 

that are well-defined (for the sake of argument). Neither suffers from vagueness. Suppose 

that BACHELOR is represented as the conjunction of the features [male, adult, unmarried, 

human] and DOCTOR is represented as the conjunction of the features [MD qualification, 

practices medicine]. Then a simple aggregation or pooling of the two sets of features via the 

intensional route gives us [male, adult, unmarried, human, MD qualification, practices 

medicine] as the necessary set of features for defining a bachelor doctor. Aggregation gives 

us the appropriate truth table for conjunction, provided there is no vagueness.7   
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Even if one concept is well-defined but the other is vague, there is still no logical 

problem for conjunction via the intensional route. A “bald bachelor” will have the features 

that define bachelor coupled with a vague predicate “is bald”, and one can expect that a 

person would only be considered a bald bachelor if they were both bald and a bachelor.8 

The problems arise (and the intensional route diverges from logical norms) when both 

concepts are subject to vagueness at their borderlines.  Consider the concepts “red” and 

“ripe” as applied to apples.  Both redness and ripeness come in degrees, and the decision as 

to where to draw the line of what counts as red and what counts as ripe is to an extent 

arbitrary and vague.  The extensional route would proceed as follows: (1) a decision is made 

whether the apple is red, and (2) a decision is made whether the apple is ripe, and (3) a truth 

table rule is applied to the results of (1) and (2) so that the object is a red ripe apple only if 

the two decisions are positive.  So far, so simple. The extensional route accords with logical 

norms.  

How about the intensional route? There are two main proposals for how intensions of 

vague concepts might be represented, One is the notion of a prototype described above, and 

the rest of our paper will focus on this proposal. However an alternative has also been 

proposed – namely that concepts are represented as collections of labeled exemplars (Heit & 

Barsalou, 1996; Medin & Shaffer, 1978; Storms et al. 2000). It is possible that the concept of 

Sport is represented by a set of individual sports, and that of Game by a set of individual 

games. The conjunctive concept could then be similarly represented by the set intersection of 

these exemplar sets. No detailed model has been proposed for how this might work however, 

and there are good reasons, as will become apparent, for supposing that such a model would 

have limited value. In particular, accounting for phenomena such as the process of conflict 
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resolution leading to attribute inheritance failure is not straightforward with this approach. 

Let us turn then to how prototypes might combine through a merging of attribute 

information. First a prototype representation of the conjunctive concept is formed by 

aggregating the feature [red] with the feature [ripe].  Any instance is then judged to belong in 

the conjunction on the basis of its overall similarity to this composite representation. If 

redness and ripeness are true of an apple to differing degrees, then of necessity there will be 

compensation between membership in one constituent category and membership in the other. 

Consider two red apples, both equally on the verge of ripeness to the point where they are 

neither clearly ripe nor clearly unripe.  Suppose also that they are both clearly red – 

membership in the class “red apples” is not in doubt – but that apple A is actually redder than 

B. Both are red, but A is more typically red, being closer to the prototype shade of red than is 

B.  That means that A will be a better match to the prototypical red ripe apple than B, and as 

a result should be more likely to be categorized as such.  The degree of redness can 

compensate for the lack of ripeness. That will mean that an apple may be considered unripe 

simpliciter, but because it is very red it may yet be classified as a red ripe apple. Hence “p” is 

false, but “p AND q” is true.9 

Fig. 2 illustrates the problem.  Redness and ripeness are represented as the two axes, 

with the category borderlines represented as dotted lines passing through the centre of each 

scale. A conjunctive concept defined by logical class intersection would therefore have the 

boundary represented by the bold L-shaped line that encloses the top right quadrant where 

both concept memberships are positive.  However the intensional route will mean that 

membership in the conjunction is a function of distance from the top right corner (the 

prototype for the conjunction) and hence the category boundary for the conjunction will be a 
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line with negative slope.10 

In the case of feature-based prototypes the same problem can be readily illustrated. Fig. 

3 illustrates the case of combining two prototypes with “polymorphous” membership rules 

requiring that any 2 out of 3 features be present in order to belong to a category (Dennis, 

Hampton & Lea, 1973). The composite prototype is constructed by amalgamating the 6 

features, possession of any 4 of which is now sufficient for category membership. Item 1, 

which has 2 A features and 2 B features is therefore in the conjunctive set.  But so is Item 2 

which as 3 A features and only 1 B feature.  Item 2 is therefore in the category A∧B, but is 

not a member of the category B.11 

Osherson and Smith (1997) took this undesirable feature of intensional combination 

processes as good reason to reject the notion that category membership is based on similarity 

to a prototype. Explaining typicality judgements requires an intensional combination 

mechanism, but category membership judgements need to respect the rules of  logic. They 

were led to the conclusion that category membership could not be based on the notion of 

typicality in the way that prototype theory would propose. Hence category membership and 

typicality must be separable aspects of conceptual structure, and must require different 

theoretical treatments (see also Hampton, 2007; Kamp & Partee, 1995). 

 

III. Non-Logical Reasoning 

The story so far suggests that we need to stick to the Extensional route if we are to 

“safeguard … classical logic, with its limpid and sensible rules for deriving truth-values of 

many compound statements from the truth-values of their parts” (Osherson & Smith, 1997). 

However, a psychological account of concepts need not of necessity produce rules for 
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combination that agree with classical logic. Being an empirical theory, we need first to 

discover what people actually do when asked to classify items into conjunctive concepts with 

vague boundaries. Research on reasoning (Evans, 1982; Evans & Over, 1996) has found that 

people’s reasoning often falls short of all but the most simple of logical rules. Non-logical 

reasoning is not random or arbitrary, but follows its own heuristic rules with particular 

adaptive value (Gigerenzer et al., 1999; Chater & Oaksford, 1999 ). 

 In the case of concept conjunctions there is ample evidence that people engage in 

non-logical behavior. More strikingly, this behavior is exactly in line with the type of effect 

just described, in which membership in a conjunction is not a simple logical combination of 

membership in each individual category, but instead reflects average similarity to each 

constituent. 

In a series of papers, the first author has shown that there is a complex, yet very 

systematic, set of processes by which prototypes are combined (Hampton, 1987, 1988a, 

1988b, 1991, 1996, 1997a, 1997b). The studies considered people’s judgements of both 

extensional and intensional aspects of concept conjunction – the extensional aspect 

concerning what people consider to belong in a particular category, and the intensional aspect 

concerning what properties people consider are generally true of a particular category. In 

both cases, people were asked to provide data for pairs of constituent categories (for example 

SPORTS and GAMES) and then for their conjunction (SPORTS THAT ARE ALSO 

GAMES).12 Extensive further work on this problem has also been conducted by Gert Storms 

and his colleagues at the Katholik University of Leuven (e.g. Storms et al., 1996; 1998a; 

1998b; 1999).  

Studies of extensions led to the discovery of three main phenomena. First, as expected 



Hampton & Jönsson: Typicality and Compositionality  
 12 

  

from the problem analysis presented in Fig. 2, people did not follow the logical conjunctive 

boundaries corresponding to the Extensional Route. Instead they tended to overextend their 

conjunctive categories. Fig. 4 illustrates the phenomenon with data from Hampton (1988b). 

The vertical axis shows the degree to which people judged that an instance was a member of 

the Head noun category (the first mentioned concept), and the horizontal axis shows the same 

measure for the Qualifier noun category (the concept in the relative clause). The boundary of 

the conjunction is shown by the contour line.  It is clear that the conjunction borderline 

passes close to the origin in the centre of the diagram. An item that was exactly on the 

borderline for each constituent would also be borderline for the conjunction. As a 

consequence there are regions in the diagram where items that are not in one or other of the 

constituents are nevertheless in the conjunction. Analysis of individual membership 

judgements confirmed this pattern – both using ratings of membership averaged across 

participants and using frequencies of making a positive judgement. Regression analysis, 

using an interaction term to capture the curvature, was able to predict 90-95% of the variance 

in conjunctive membership on the basis of degree of membership in each category alone. The 

same pattern was found when participants judged all three category memberships, (Hampton, 

1988b ) or when different groups made the judgements (Hampton, 1997a). This 

overextension effect is nicely captured in a quote from Rebecca Goldstein’s excellent novel 

The Mind-Body Problem in which the protagonist writes: 

 

“My intelligence, like my beauty, has always been overpraised, misperceived.  

The conjunction favors both conjuncts.  I am beautiful for a brainy woman, 

brainy for a beautiful woman, but objectively speaking, neither beautiful nor 
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brainy”   

   Rebecca Goldstein: The Mind-Body Problem, 1983, p16413 

  

The other two phenomena are quickly described. Fig. 4 clearly shows an asymmetry in 

that the area of overextension is greater in the lower right quadrant than in the top left 

quadrant. This asymmetry reflected the fact that in regressions predicting conjunctive 

membership from constituent membership, greater weight was accorded to the qualifier 

noun, resulting in fewer overextensions of the qualifier than of the head.   Finally, over and 

above this asymmetry there was a further asymmetry in that one of the concepts in each pair 

tended to have greater weight in the regression than the other – an effect referred to as 

concept dominance. Further research by Storms et al. (1996) suggests that dominance may 

relate to category size, with smaller categories being more dominant.  Another possibility is 

that dominance relates to some notion of category coherence. For example, Patalano, Chin-

Parker and Ross (2006) reported that in conjunctions of social categories, people consider 

that a member of a conjunction will inherit any arbitrary property from a more coherent 

category in preference to a less coherent category.  

The other line of research on conjunctions considered how concept intensions are 

combined. People were asked to offer descriptions of the conceptual “contents” of individual 

concepts like SPORTS or GAMES, and then to describe the properties of the conjunction 

‘Sports that are also games’.  To improve reliability, a second set of participants were then 

given a list of all the properties generated to any of the concepts. Different groups judged the 

extent to which each property could be considered true of each constituent or of the 

conjunction. In this way the pattern of attribute inheritance was explored, using an analogy of 
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the conjunction as the offspring of the two constituent parents. 

Unlike the extensional task, there are generally no hard logical constraints that can be 

“broken” in the attribute judgements. The only hard constraint arises when people consider 

that a feature or property is a necessary attribute of a category, in which case it should also be 

necessary for conjunctively defined subsets of the category. The results (Hampton, 1987) 

suggested that people are in fact aware of this general constraint. The rating scale asked for 

judgements of “how important” an attribute is for a concept, with the top of the scale labeled 

“Necessary”. When an attribute was given a “necessary” rating for one or more constituents, 

then it also tended generally to be given a necessary rating for the conjunction. A similar 

constraint was seen at the bottom of the scale, where an attribute could be judged 

“impossible” for a concept.  Attributes that were impossible for a constituent also tended to 

be impossible for conjunctions (the one exception being pet birds, where it was judged 

impossible for birds to talk, but not impossible for pet birds to talk). 

The detailed story of how attribute inheritance works requires a fairly lengthy 

description.  At a first level, regression equations suggested that importance of an attribute 

for the conjunction could be approximated quite accurately in terms of a weighted average of 

its importance for each constituent. Furthermore the same categories that were dominant for 

determining membership were also dominant for determining attribute importance (hence 

once again implicating the role of conceptual coherence in the process). There were 

exceptions to this general rule, including the case of impossible and necessary features 

already mentioned. The two main sources of exceptions to simple averaging of attribute 

importance came from the retrieval of facts about the world from long term memory, and the 

detection of inconsistencies among inherited attributes. Since both of these exceptions 
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require access to knowledge that is external to the concepts being combined, they can be 

termed non-compositional. 

The first of these, dubbed ‘extensional feedback’, showed up in the presence of 

“emergent attributes” in the conjunction which were not present in either constituent concept.  

For example pet birds are judged to live in cages, but neither pets nor birds typically do this. 

The attribute is clearly made available by people recalling visits to pet shops or to friends’ 

homes where they have seen pet birds.  (Alternatively people might use their “background 

theories” to guess that if a bird was not kept in a cage, it would not remain a pet for very 

long.) Although the occurrence of emergent features complicates the process of exhaustively 

predicting the prototypes corresponding to complex expressions – since exhaustively 

detailing what extensional feedback a subject has been exposed to is practically impossible – 

it does not prevent the development and testing of the model against empirical data. 

The second source of variation from simple attribute inheritance came from conflicting 

attributes. Pets are warm and cuddly, while fish are cold and slimy. It is not possible for 

something to be simultaneously warm and cold, and it seems hard to imagine cuddling a cold 

slimy fish. The result is that one or other of the features has to be dropped – attribute 

inheritance fails on this occasion. Hampton (1987) found evidence that (at least in the case of 

Pet Birds) the choice of which feature to drop is determined by trying to maximize coherence 

(reduce conflicts) through the minimum amount of change (see also Thagard, 1983). 

We have summarized research into concept conjunctions quite briefly. There is also 

evidence that conjunctive concept judgements may show compensation with the typicality of 

membership in one category influencing the degree to which a borderline member of the 

other category belongs in the conjunction (Hampton, 1996). There is also evidence 
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(Hampton, 1997a) that the effects observed with conjunctions carry over to negated 

conjunctions (Sports that are not Games) with increased effect size. Work has also been done 

on disjunctive combinations (Hampton, 1988a), on attribute inheritance with negation 

(Hampton, 1997a) and on emergent attributes in a wider range of concept conjunctions 

(Hampton, 1997b). In addition to the forms of non-logical thinking that have been described 

here many other forms of reasoning deviating from logical norms have been reported, 

including: the conjunction fallacy (Tversky and Kahneman, 1983), the inverse conjunction 

fallacy (Jönsson and Hampton, 2006), the inclusion fallacy (Shaffir, Smith & Osherson, 

1990), the premise specificity effect and the inclusion similarity effect (Sloman 1993).  As 

with the effects described in this section all of these effects are most naturally explained by 

reference to prototype-like representations and the operation of similarity-based reasoning. 

 

IV. The Non-Compositionality of the Intensional Route 

We noted earlier that since the treatment of conceptual conjunctions within prototype theory 

deviates from the norms of classical logic it has been held to be an incomplete or even 

erroneous theory of concepts (Osherson & Smith, 1997). This purported incompleteness has 

been used to promote frameworks where concepts are understood to be something quite 

different from prototypes. For instance, Fodor (1998) and Connolly et al. (2007) favour a 

model – the classical model14 – where  concepts are atomic, i.e. have no internal structure. 

On this view, conceptual combination is a process where “concepts remain inert under 

combination” and “all you get from your concepts and combinatorics is output denoting 

relations among sets, properties, or individuals (depending on the ontology assumed)” 

(Connolly et al. 2007, pp. 2-4). So in contrast with prototype theory, the classical model does 
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not hold that the result of combining two concepts is some amalgamate of their prototypes. 

Instead, the result of combination is a simple structure having the original concepts as proper 

parts. This difference can be illustrated in the following way for a conjunctive combination 

(‘sports that are also games’ for instance). 

 

The classical model:  A1, A2   A1 ∧ A2 

Prototype Theory:  P1, P2  P3 

  

As we have seen above, the ways in which prototypes combine via the Intensional Route is 

not such that only the things falling under P1 and P2 fall under P3. This constraint is however 

guaranteed on the classical model, by the definition of ‘∧’.  By being able to account for our 

conviction that only, say, things that are sports and that are games are sports that are also 

games, the classical model seems to be able to do something which prototype theory is 

unable to do. It is thus concluded that prototypes cannot be concepts, or at least that two 

different kinds of concepts need to be invoked. But there might be good reasons to resist this 

conclusion.  

When expressions have a syntactic form that makes their logical form explicit, people 

are often ready to assent to the validity of simple arguments on the basis of form alone. Thus 

modus ponens arguments such as (1) may be accepted as valid without any information 

regarding the meaning of the unfamiliar terms 

 

(1) If all lokies pling then all maks flug. 

All lokies do pling,  
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Therefore all maks must flug. 

 

Similarly, people may assent to arguments involving the simplification of conjunction in the 

same way. 

 

(2) x is a flug which is also a loki 

Therefore x is a flug 

 

Hence, the intuition that ‘x is a sport which is also a game’ entails ‘x is a sport’ might be 

judged valid on the basis of its form alone. Violation of form would explain why we feel that 

there is something wrong with saying, for instance, that chess might be a sport which is also 

a game, but that it is not a sport. This formal explanation of our logical intuitions can then be 

set alongside the alternative explanation of why people are in fact prepared to give 

inconsistent judgements when form is over-ridden by content.  

 Another, semantic explanation of our logical intuitions is in terms of logical 

composition rules for prototypes. There is nothing about prototypes that prevent them from 

being just as amenable to logical combination as are atoms. It was the kind of composition 

rules used rather than the fact that concepts were treated as atoms that was key to the 

explanation of our logical intuitions. Hence, prototype theory could match the explanatory 

ability of the classical model with respect to logical intuitions by borrowing its composition 

rules without thereby admitting atomistic concepts. On this view the concept corresponding 

to ‘sports that are also games’ might be derived in two different ways. On the one hand that 

concept could correspond to a single prototype as detailed above, on the other hand that 
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concept could correspond to a conjunctive frame having both the atomic prototypes as parts. 

 

 P1, P2   P1 ∧ P2 

 P1, P2  P3 

 

In this way we again get an explanation of why certain categorization decisions that we make 

are felt to be inconsistent since something falling under P3 is not equivalent to it falling under 

P1 and P2.15 If this is correct, then even though we now have two kinds of composition rule, 

there is no reason to multiply kinds of concepts. With the application of one kind of rule the 

prototypes mesh – and non-logical reasoning results; with the application of the other kind 

they remain inert – and logical reasoning results. But in neither case did we need to make 

reference to any other form of concept than a prototype. 

If this last proposal is correct then there is at least one way that prototypes can combine 

that is in accordance with compositionality and is thus “truth preserving”.16 However, if 

compositionality requires that the content of a complex concept is determined by the 

constituent contents plus the mode of combination, and nothing else, then the majority of 

prototype combinations are clearly not compositional. The occurrence of emergent attributes 

and of inheritance failures through conflict resolution requires that a much wider range of 

knowledge and belief is brought to bear on the process of understanding a conjunctive 

concept. This extra input clearly breaks the constraints of compositionality. 

The general non-compositionality of prototypes has been a source of philosophical 

criticism and we take this opportunity to address some of these broader critiques. Fodor and 

Lepore (1996), for instance, argue that concepts cannot be prototypes since, supposedly, 
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many complex concepts don’t have prototypes.  

“However, although ‘isn’t a cat’ [has a definite semantic interpretation] it 

pretty clearly has no stereotype; and nor do indefinitely many other Boolean 

complex concepts. There isn’t any stereotypic nonprime number, and there 

isn’t anything that is stereotypically pink if it’s square” 

 (Fodor and Lepore, 1996, pp. 260-261)t 

The claim that the listed concepts do not have a prototype is true on an extensional 

understanding of ‘prototype’. They clearly don’t have instances such that they could serve as 

‘centers’ for their categories. But the common conception of a prototype which we have been 

assuming in this paper does not equate a prototype with such an instance. Rather, a prototype 

is understood intensionally in terms of a structured set of weighted features possibly 

embedded in a causal schema.  

 There are several possible ripostes to the “concepts without prototypes” argument. 

First, psychologists have never claimed that ALL concepts are represented in the mind as 

prototypes. Mathematical concepts such as i, the “imaginary” root of -1, are clearly not 

represented as prototypes, and no-one has ever claimed that they are. Second, it has been 

shown that while some familiar concepts have strong single prototypes, others are better 

thought of as being represented by collections of prototypes at a more specific level (Smits et 

al., 2002). The typical human face for example is probably represented by separate 

prototypes of a male and a female face, rather than a single sexless prototype. Such issues 

require empirical verification. But the claim made by prototype theory is not that all concepts 

must have prototypes, or that a single prototype is all that is needed to represent all concepts. 

The situation is more complex than that.  
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 A third possibility that has been suggested in the literature, is that, for instance, ‘cat’ 

and ‘not a cat’ invoke the same prototype but that the similarity measure is used in a different 

way when deriving typicality judgements for the two categories (not being a cat is then a 

matter of being sufficiently dissimilar to the cat prototype).17 There is little empirical work 

on this, but it is plausible to suppose that a theorem would be considered  a much better 

example of not being a cat than would a dog. Yet without similarity-based reasoning and 

prototypes, there is of course no way to account for such intuitions. 

 Finally, one can point out the close correspondence between the existence of a 

prototype and the naturalness of a concept (Osherson, 1978). Fodorian examples such as 

“pink if it’s square” are allegedly concepts without prototypes. But equally they are concepts 

with no likelihood of gaining ground in our conceptual repertoire. What is more, if they did 

turn out to be valuable for conceptual thinking or communicative purposes, one can suppose 

that the Intensional route would kick in, and additional inferences and prototypical features 

would start to accumulate. Conditionals are not ruled out from prototype concepts – 

“dangerous if male” might apply to a range of mammals, (just as “dangerous if female” 

might apply to spiders). Negation is not ruled out either. Dead is “not alive” and impossible 

means “not possible”. But most of our negative concepts relate to binary oppositions, so that 

being dead or being impossible have as many typical entailments as do their opposites. 

 The point is that Boolean expressions can be as meaningless as you like, and as long 

as they remain meaningless they are prototype-less. Add in a meaningful context and a 

prototype will appear. “Not a cat” is not meaningful out of context, but in a given context 

(e.g. Christmas presents, pets, road kill) it brings probabilistic entailments that go beyond the 

simple Boolean expression. As mentioned in Section III, Hampton (1997a) investigated 
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prototypes for expressions such as Building that is not a dwelling, or Vehicle that is not a 

machine, and revealed some of the complex but systematic effects of how negation operates 

on prototypes within a given context. 

  Fodor and Lepore have also advanced variants of the guppy problem – the problem 

which we have already shown faced the extensional route – against prototype theory in 

general.  

 

“The problem here is...that…an object’s similarity to the prototype for a 

complex concept seems not to vary systematically as a function of its similarity 

to the prototypes of the constituent concepts. So, for example, a goldfish is a 

poorish example of a fish, and a poorish example of a pet, but it’s quite a good 

example of a pet fish.” 

                         (Fodor and Lepore, 1996, p. 262) 18 

 

The point seems to be that what constitutes a prototype for a complex expression depends on 

what we believe about the world. If we believe that all brown cows are dangerous the feature 

‘is dangerous’ is going to receive a high weight in the prototype for ‘brown cow’ regardless 

of the weights the features corresponding to “brown’ and ‘cow’ receive. However, it is not 

clear why this dependency is supposed to be a problem. Once it is recognized that the 

derivation of prototypes for complex expressions via the intensional route recruits general 

knowledge the guppy ‘problem’ is simply a statement of this dependency. And many theories 

of the composition of prototypes have been constructed in full awareness of this. The concept 

specialization model (Murphy 1988) and the composite prototype model (Hampton 1988b) 
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both make explicit reference to general knowledge. Naturally, too heavy an emphasis on 

general knowledge could render a psychological account vacuous since our minimal 

understanding of general cognition would mean that predictions would no longer be 

available. But as has been illustrated repeatedly (and exemplified above) this is not the case 

with prototype theory. It is in virtue of its predictions concerning categorization, typicality 

effects and non-logical reasoning that it remains an attractive model. In addition to the 

examples already cited, further regularities were revealed by Jönsson and Hampton (2007) 

pertaining to modifier-noun constructions. One of their results concerned sequences of 

sentences with increasingly modified head nouns such as ‘Ravens are black’, ‘Young ravens 

are black’ and ‘Young jungle ravens are black’, or ‘Sofas have backrests’, ‘Uncomfortable 

sofas have backrests’ and ‘Uncomfortable handmade sofas have backrests’. Replicating an 

effect reported by Connolly et al. (2007) they observed that the judged likelihood of such 

sentences decreases with the increase of the number of atypical modifiers. However, they 

also found significant correlations between the relative likelihoods of properties being true of  

modified and unmodified subject nouns, indicating that the strength of a feature for the 

unmodified prototype was predictive of its strength for the modified version. If property A 

is more true of a concept than property B, then it turns out that A is also more true of the 

modified concept that is B. Jönsson and Hampton took this as evidence that information 

from the concept prototype is imported directly into the modified concept, as would be 

expected from the operation of the Intensional route. 19    

Finally, we consider whether the desiderata of a compositional theory could equally 

be provided for by prototype theory. The two main planks of the argument for 

compositionality are productivity and systematicity. We will consider each in turn. 

To account for productivity – how a system of representation can contain ‘an infinite 
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amount of syntactically and semantically distinct symbols’ (Fodor and Lepore 2002, p.1) – a 

theory needs to specify recursive rules for combining concepts. It is the recursion that is 

critical for productivity, rather than the nature of the concepts. Most of the intensional 

prototype models do embody recursive rules; the composite prototype model for instance can 

be applied recursively to generate a concept such as “Recreations that are games, hobbies, 

sports and dangerous activities”. Wisniewski’s (1997) model for noun-noun combinations 

can generate chains of concepts such as “Apartment dog” “Apartment dog coat” “Apartment 

dog coat cleaner appointment cancellation notification ticket stub residue” and so forth. So 

there is no barrier to prototype combinations being productive.  

A conceptual system being ‘systematic’ amounts to it containing “such families of 

syntactically and semantically related but distinct expressions such as ‘John loves Mary’, 

‘Mary loves John’, ‘John loves John’ and so forth” (Fodor and Lepore 2002, p.2). There is 

again nothing that prevents prototype models of concept combination from capturing this 

intuition. The composite prototype model, for instance would imply that anyone who can 

understand “Sports that are also Games” should be able to understand “Games that are also 

Sports”, or “Sports that are also Sports” and so on. Having a fixed set of syntactic 

combination rules applied to a finite set of atomic elements is sufficient to account for 

productivity and systematicity. But it is by no means necessary. Productivity and 

systematicity are a by-product of a compositional semantics, but they may also be found with 

non-compositional systems. 

Productivity and systematicity do not favor either model of concepts. In fact, it might 

even be the case that prototype theory has the explanatory upper hand pertaining to these 

phenomena.  It can be remarked, for instance, that systematicity doesn’t hold to the same 
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extent for all complex concepts. Where ‘Mary loves John’ and ‘John loves Mary’ are both 

unproblematic it is much easier to understand ‘Mary loves Ice-cream’ than ‘Ice-cream loves 

Mary’. Given a conception of concepts according to which they have sub-lexical semantic 

content, the differences can be explained. But on the classical model where concepts are 

taken to be atomic no such explanation is possible. Since there are many instances where 

systematicity is constrained in this way (for instance ‘brown cow’ and ‘prime number’ are 

straightforward, ‘brown number’ and ‘prime cow’ are less so), the explanatory scope of the 

classical theory is more limited. The theory states that for any expression such as “Mary 

loves John” there will be at least some other expression in which each concept plays the same 

semantic role (“Mary hates Peter”, “Joan loves Jill” or “John plays tennis”). But it has 

nothing to contribute to the question of where the limits of systematicity lie. On the other 

hand, a satisfactory prototype account of the concept of “love” will provide an answer to just 

that question. What sorts of things can love, what kinds of love are possible between what 

sorts of things, and what sorts of things can be loved in what ways are all important parts of 

the concept, and each in its turn will be subject to typicality effects. Mary is a typical subject 

for the verb, a plant is a less typical subject (“the dahlia loves a sunny aspect”), while an 

inanimate artifact is more atypical again (“my car loves the open road”). 

 

 

V Conclusion 

 

We have tried to illustrate the many ways in which a prototype-based approach to conceptual 

combination has been successful in providing explanations and predictions pertaining to our 
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use of language and to our conceptual competence. The approach is non-compositional in the 

sense of Principle (C), since the content of a complex concept is not completely determined 

by the contents of its parts and their mode of combination but depends also on general 

knowledge as in Principle C’. This does not entail, we have argued, any explanatory 

shortcomings of the approach when compared to compositional alternatives. Instead, it is 

clear that if we adopt an account based on the basic tenets of prototype theory a wealth of 

phenomena pertaining to typicality effects, vagueness and instances of non-logical reasoning 

can be explained that would otherwise have remained mysterious.      
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Footnotes 

                                                 
1 The relative merits of principles such as (C) and (C’) are discussed further in Jönsson 

(2008). 

2 This conclusion is not reached by a priori arguments similar to those that have been 

presented in favour of why natural languages or thought have to be compositional (e.g. Fodor 

and Lepore, 1991; 1996), why natural language doesn’t have to be compositional (e.g. 

Schiffer,1987), why natural languages in fact are not compositional (e.g. Lahav, 1989; 

Pelletier, 1994; 2000) or why thought is not compositional (Schiffer, 2003). The situation is, 

rather, that a certain approach to conceptual combination has (experimentally) shown itself to 

be extraordinarily revealing with respect to matters of typicality and non-logical reasoning 

and that this approach presupposes a non-compositional understanding of concepts.    

3 For a review or recent work on prototypes see Hampton (2006). 

4 There are of course many other ways in which complex concepts can be formed, including 

the formation of non-intersectional compounds like APARTMENT DOG (Kamp & Partee, 

1995; Wisniewski, 1997). For simplicity, we do not consider them here.  

5 A version of Stigler’s Law of Eponymy (Stigler, 1980) could apply here, since Storms et al. 

(1998a) discovered that the guppy does not actually show the guppy effect. Plenty of other 

examples do, however. We will continue to use the guppy example here, since it is the case 

most often cited. 

6 There might also be information – extensional feedback – available from actual experience 

with pet fish that influence the representation corresponding to the complex concept. See 

below. 
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7 As a first pass one can also suppose that the two prototypes simply compose – the bachelor 

doctor will be interested in dating girls and have illegible handwriting just like other 

bachelors and other doctors. 

8 Some dimensional adjectives such as ‘big’ work differently. A big ant is smaller than a 

small dog. We assume here that “bald for a bachelor” has the same baldness criterion as 

“bald for a married man”. 

9 Alternatively if the threshold for “red ripe apple” is raised so as to exclude these cases, it 

will necessarily also exclude other cases that have in fact passed the threshold for each 

separate constituent with the result that “p” and “q” are true, but “p AND q” is false. 

10 Billings and Marcus (1983) review similar compensatory rules in the wider context of 

decision making. 

11 Composite prototype concepts do not always have to show these effects. If it is the case 

that each concept has a single feature that is alone sufficient to reach criterion, and the sum of 

other features is insufficient on their own to reach criterion, then the two concepts will appear 

to be well-defined, and their conjunction will likewise be intersective (Hampton, 1995). 

12 A relative clause construction was chosen as a way of making the intersective 

interpretation quite explicit. Storms et al. (1998b) however have shown that the precise form 

of the conjunctive expression has no effect on the extent of the non-logical phenomena 

observed. 

13 We thank Greg Murphy for drawing this passage to our attention. 

14 We will call it the classical model, although as detailed in Smith and Medin’s (1981) 

seminal work, the classical model proposed that concepts have defining features. In contrast 
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Fodor’s account eschews definitions, and simply proposes that concepts as they play a role in 

mental life are unanalyzed atomic symbols. 

15 Note that even if a prototype is used in order to determine (via a threshold on the similarity 

scale) which things fall under the concept, it is still the case that the logical combination of 

prototypes is ‘truth preserving’ in the sense that if something is universally true of members 

of the category corresponding to one of the conjuncts it is true of all members of the 

conjunctive category since the conjunctive category will be a subclass of the categories of the 

conjuncts. 

16 Horwich (1997; 2001) provides a good relevant discussion of the possibility of dropping 

‘the uniformity assumption’, i.e. the assumption that if something is/engenders the meanings 

of simple expressions, the same kind of thing must be/engender the meaning of complex 

expressions, in order to preserve compositionality.    

17 See, for instance, Kamp and Partee (1995) and Prinz (2002).    

18 This seems to be more or less the same problem that Fodor and Lepore (1991) have 

advanced elsewhere against variants of inferential role semantics. 

19 See Jönsson and Hampton (2008) for other remarks pertaining to the effect first reported 

by Connolly et al.  (2007) 

 


