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Abstract

 The Connectionist Inductive Learning and Logic

Programming System, C-IL2P, integrates the symbolic and
connectionist paradigms of Artificial Intelligence through
neural networks that perform massively parallel Logic
Programming and inductive learning from examples and
background knowledge. This work presents an extension of

C-IL2P that allows the implementation of Extended Logic
Programs in Neural Networks. This extension makes

C-IL2P applicable to problems where the background
knowledge is represented in a Default Logic. As a case
example, we have applied the system for fault diagnosis of
a simplified power system generation plant, obtaining
good preliminary results.

Keywords: Hybrid Systems, Machine Learning,
Neural Networks, Extended Logic Programming, Power
Systems.

1: Introduction:

It is generally accepted that one of the main problems
in building Expert Systems (which are responsible for the
industrial success of Artificial Intelligence) lies in the
process of knowledge acquisition, known as the
“knowledge acquisition bottleneck”. An alternative is the
automation of this process through Machine Learning
techniques.

Learning, one of the basic attributes of intelligent
comportment, can be defined as the change of behavior
motivated by changes in the environment in order to
perform better in many knowledge domains [16]. Learning
strategies can be classified as: learning from instruction,
learning by deduction, learning by analogy, learning from
examples and learning by observation and discovery [16];
the latter two are forms of inductive learning.

Various learning strategies could be integrated in an
intelligent hybrid system, exploring the advantages that



each one presents. Taking into account the evolution of
computer science for massively parallel architectures [2], it
is desirable that intelligent hybrid systems could be based
on some artificial neural network’s model. In [25] and [26]
is empirically showed that neural networks using the
backpropagation learning algorithm [22] are at least as
effective as purely symbolic inductive learning systems [12,
18].

Notwithstanding, neural networks should be able to
justify their decision making process in order to acquire the
so called “explanation capability”, and to use prior
knowledge while learning, like the symbolic systems.
Therefore, it is very important to outline tight correlation
between symbolic knowledge and Artificial Neural
Networks.

Toward this goal, in [11] Holldobler and Kalinke
presented a massively parallel method for logic
programming [13]. They have shown that for each logic
program P there exists a three-layer feedforward neural
network R with binary threshold units that computes TP,
the fixed point operator of P. If R is transformed into a
recurrent network by linking the units in the output layer
to the corresponding units in the input layer, then it always
settles down in a unique stable state (given any input
vector, that is, any interpretation) when P is an acceptable
program (see [3])1. This stable state is the unique stable
model of P, that is the least fixed point of TP [6].

In [26] Towell and Shavlik presented KBANN2, a
system for rule insertion, refinement and extraction from
neural networks. In KBANN, the background knowledge
defines the neural network’s initial topology through a rule
inserting procedure, the backpropagation learning from
examples algorithm is responsible for the network’s
refinement, and the extraction of rules for its explanation
capability.

Considering the above results, the C-IL2P system
("Connectionist Inductive Learning and Logic
Programming System”) [4, 5] integrates two learning
strategies (deductive and inductive) in the same
environment, a simple artificial neural network
architecture, exploiting its best property - the inductive
learning skill. Therefore, a single computational model can
represent and process symbolic knowledge in a massively
parallel way, performing learning from examples with
background knowledge as in [26], and logic programming
as in [11].  This integration also offers explanation

                                                       
1 It guarantees that P has exactly one stable model.
2 Knowledge-based Artificial Neural Network.

capability to the system through the extraction of revised
logic programs from the trained artificial neural network.

In this work, in section 2 we present an extension of

the C-IL2P system that allows the implementation of
extended logic programming [7] in neural networks.
Extended logic programming, that adds explicit negation
to general logic programs, corresponds to a fragment of

default logic [14]. In this way, the C-IL2P system can be
applied to problems in which the background knowledge is
described in (this fragment of) default logic. As a case
study, in section 3 we apply the system in fault diagnosis of
a simplified power generator plant [23, 24], where the
background knowledge is described using Poole’s default
logic system Theorist [20, 21]. In section 4, we conclude
and discuss directions for future work.

2: The Extended C-IL2P System

The C-IL2P system is a purely connectionist,
massively parallel system for logic programming, that is
capable of performing inductive learning from examples
and  background knowledge.
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(1)Background Knowledge Insertion. 
(2)Connectionist Inductive Learning (Backpropagation)
from examples and background knowledge.
(3)Connectionist Logic Programming System (Deduction).
(4)Revised Logic Program Extraction.
(5)Expert’ s validation and Feedback.

Figure 1. The  C-IL2P system.

Definition 2.1: A general logic program P is a set of
clauses of the form A ← L1...Ln, where n ≥ 0, A is a atom

and Li (1 ≤ i ≤ n) are literals.

The background knowledge, represented by a logic
program P, is translated to an equivalent three-layer fully-



connected neural network R, given by the Insertion
Algorithm below [4, 5].

Insertion Algorithm: Let m and n be the number of
literals and clauses occurring in P, respectively. Consider
that the literals of P are numbered from 1 to m, such that
the input and output layer of R are vectors of length m,
where the i-th neuron represents the i-th literal of P.

1. Set the threshold (θI
i) of the neurons in the input layer

to ½. In this way, the activation of the neurons in the input
layer will represent the interpretations3 for P, given by the
input vector of R.

2. For each clause Cl of P of  the form A ← L1, ... , Lk:

2.1. Add a neuron Nc
l
 to the hidden layer;

2.2. Connect each neuron Li ( 1 ≤ i ≤ k )4 in the input

layer to the neuron Nc
l in the hidden layer.  If Li is a

positive literal then set the connection weight to W;
otherwise, set the connection weight to -W, W > 0;

2.3. Connect the neuron Nc
l in the hidden layer to the

neuron A in the output layer and set the connection
weight to W;

2.4. Define the threshold (θH
l) of the neuron Nc

l in the
hidden layer as ( p - ½ ) W, where p is the number of
positive literals occurring in the clause Cl.

3. For each fact Fl of P of  the form A ←:

3.1. Add a neuron Nf
l to the hidden layer;

3.2. Connect the neuron T in the input layer to the

neuron Nf
l in the hidden layer and set the connection

weight to W, where T has threshold ½ and input data
“1” ;

3.3. Connect the neuron Nf
l in the hidden layer to the

neuron A in the output layer and set the connection
weight to W;

3.4. Define the threshold (θH
l) of the neuron Nf

l in the
hidden layer as W/2.

4. Set the threshold (θO
i) of the neurons in the output layer

to W/2.5

                                                       
3 Truth assignments to the literals: "true”  (input data “1” ) or false (input
data “0” ).
4 When we write “neuron Lj” , it refers to the neuron in R that represents the

literal Lj in P.
5 Remember that R is fully-connected, thus all other connections have their
weights fixed at zero.

Example 2.1: Consider the following program: P =
{ A ← B,C,~D;  A ← E,F;  B ← }. Using the insertion
algorithm, we obtain the neural network R of Figure 2.

  
   A           B

                      W/2       W/2

           N1        N2         N3
       1,5W      1,5W        W/2

        ½   B     ½   C    ½   D     ½   E     ½   F     ½   T

Figure 2. The Neural Network R obtained by the
Insertion Algorithm over P.6

Definition 2.2: The meaning function TP, mapping
Herbrand interpretations (i) of P to Herbrand
interpretations (I) of P is defined as follows: TP(i) = I =

{A ∈ BPthere exists a ground instance of a clause in P of

the form A ← L1...Ln such that i satisfies L1...Ln }.

Theorem 2.1 [4]: For each general logic program P,
there exists a feedforward artificial neural network R with
a positive W and exactly three layers of semi-linear
neurons, obtained by the above “ Insertion Algorithm” ,
such that R computes TP.

If R is transformed into a recurrent network by
linking (with W = 1) the units in the output layer to the
corresponding units in the input layer, we have:

Corollary 2.1 [4]: Let P be an acceptable program.
There exists a recurrent neural network R such that,
starting from an arbitrary input, R converges to the unique
fixed-point of TP.

Since we obtain a standard three-layer neural network
after the insertion of the background knowledge, we can
apply backpropagation in order to train it with examples.
After that, the knowledge encoded in the trained neural

                                                       
6 The connections with weight zero are shown by the gray arcs. In order to
perform inductive learning, these connections must receive random values
near zero.



network R’  can be extracted by the “ extraction algorithm”
[5] obtaining an equivalent and revised logic program P’ .

Theorem 2.2 [5]: For each three-layer feedforward
artificial neural network R’  with semi-linear neurons there
exists a general logic program P’ , obtained by the
“ Extraction Algorithm” , such that R’  computes TP’ .

In [7], Gelfond and Lifschitz developed the Extended
Logic Programming, adding explicit negation to general
logic programs. The semantics of these programs are given
by their Answer Sets which are based on the stable model
semantics for general logic programs. Extended Logic
Programming corresponds to a fragment of Reiter’ s default
logic [14] in the sense that answer sets correspond to
extensions.

A direct way to extend C-IL2P system to perform
Extended Logic Programming is to make it deal with
explicit negation in its insertion algorithm. To do so, we
simply need to define neurons in the input and output
layers of R that explicitly represent the negation of a given
atom. In order to C-IL2P compute a logic program, a
concept A is represented by a neuron in the input and / or
output layer of the neural network, whose weights indicates
whether A is a positive or negative literal (negation as
failure), that is, it differentiates A from ~A. For an
extended logic program, we must also represent the
concept ¬A (explicit negation) in the neurons, whose
weights, now, differentiates ¬A from ~¬A.

Notice that the extension of C-IL2P for dealing with
explicit negation in an extended logic program must be
seen as a simple renaming of negative literals (i.e.: ¬A) by
a new positive literal (i.e.: A’ ) (see [7]). After doing that,
we can apply directly C-IL2P’ s insertion algorithm.
Furthermore, if the resulting program, after renaming, is
acceptable then theorems 2.1 and 2.2 still hold.

3. Application in Power System Diagnosis

We apply C-IL2P in power systems diagnosis. Toward
this goal, we use as a case example a simplified Power
System Generation Plant (see Figure 3). This system has
two generators, two transformers with their respective
circuit breakers, two buses (main and auxiliary) and two
transmission lines also with their respective circuit
breakers. Each transmission line has six associated alarms:
breaker status (indicates whether it is open or not), phase
over-current (shows that there was an over-current in the
phase line), ground over-current (shows that there was an
over-current in the ground line), timer (shows that there

was a distant fault from the power plant generator),
instantaneous (shows that there was a close-up fault from
the power plant generator), and auxiliary (indicates that
the transmission line is connected to the auxiliary bus).

Each transformer has three associated alarms: breaker
status (indicates whether it is open or not), overloading
(shows that there was a transformer overload) and
auxiliary (indicates that the transformer is connected to the
auxiliary bus).

Transformer 01
13,8Kv/230Kv Breaker 

Transformer 01

Breaker
By-pass

Main Bus Auxiliary Bus

Transformer 02
13,8Kv/230Kv

 Transmission Line 01

Generator
 1

Generator
 2

Breaker 
Transformer 02

Breaker 

Transmission Line 02
Breaker 

Line 01
Transmission

Line 02
Transmission 

Figure 3. Configuration of a simplified Power
System Generation Plant.

In the above electric system, we know that if the
instantaneous alarm of transmission line 01 is activated
there is a transmission line 01 close-up fault. This fact can
be described in the following way:

Fact:

 Alarm(instantaneous, transmission_line_01) ←
Fault(close-up, transmission_line_01)

Hypothesis:

Fault(close-up, transmission_line_01)

The sentences above represent the knowledge in a
default logic called Theorist [20]. Besides the background
knowledge related to the usual faults and their associated
alarms, we generate an example set that has noisy (absence
of one of the characteristic alarms) single and multiple
faults.

The aim of implementing the power system diagnosis
in C-IL2P is twofold: to use the background knowledge in
the neural learning process and to explain the reasons for
the activated alarm sets. For instance, if the set of three
alarms (opening the breaker of the transmission line 01,
transmission line 01 phase over-current and transmission



line 01 instantaneous) are activated, the system must
diagnose the transmission line 01 phase-to-phase close-up
fault.

Moreover, it is also possible that, in the case of a
system fault, an alarm fail to activate due to some
equipment failure. In order to handle this problem, our
intelligent system should be able to detect faults even if the
associated alarm set is not complete. For instance, if only
phase over-current and instantaneous alarms of
transmission line 01 are activated, the system must be able
to diagnose the transmission line 01 phase-to-phase close-
up fault, even without activation of the opening breaker
alarm. As this fault is best explained by the two first
alarms activated, it is reasonable that the intelligent system
points out the fault occurrence. This characteristic
motivates the use of artificial neural networks for the
system diagnosis since they present good generalization
performance in noisy situations (if sufficiently structured
and trained).

In order to verify the system generalization ability, we
applied two test cases: noisy (absence of one of the
characteristic alarms) single faults (92 patterns) and noisy
multiple faults (70 patterns). After submitting the total  set
of alarm patterns to the C-IL2P neural network, the system
achieved 97% of correctness.

Figure 4 shows the error reduction curves during the
learning process using C-IL2P and backpropagation neural
networks. Notice that the faster convergence of C-IL2P
neural network is due to the use of the background
knowledge in the learning process. This result confirms the
importance of the background knowledge for inductive
learning.

Number of Iterations

0

0.1

0.2

0.3

0 10 20 30 40 50

Backprop.

C-IL2P

Figure 4. RMS Error in the learning process.

These preliminary results are considered to be very
promising since they are similar to the ones described in
[24] and show the good performance of C-IL2P as an
integrated system for inductive learning with background
knowledge and default logic.

4. Conclusions and Future Work

In this work we presented an extension of C-IL2P
system that allows the implementation of Extended Logic
Programs in Neural Networks. This extension makes

C-IL2P applicable to problems where the background
knowledge is represented in a default logic. As a case
example, we have applied the system for fault diagnosis of
a simplified power system generation plant, obtaining good
preliminary results.

These results indicates the usefulness of C-IL2P as a
tightly coupled hybrid system [9] for the solution of
problems related to signal processing.

As future work, we would like to submit the
application here presented to a more expressive quantity of

tests, to apply C-IL2P’ s extraction algorithm to this case
study and to further examine the results.
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